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FOREWORD 

This repor t  was prepared by Astropower,  Inc., Newport Beach, Calif.,  

in fulfillment of NASA contract NASw-609. 

Directorate  of Electronics  and Control, Office of Advanced Research  and 

The work was  adminis tered by the 

Technology, NASA Headquarters,  Washington, D. C. Mr .  H. Lowell was 

Pro jec t  Engineer for  this office. 

The studies presented began on March  4, 1963. This document is the 

final repor t  on the contract .  

in the form of informal progress  le t ters .  

Three  status r epor t s  have been issued previously 

Work on the contract  was performed by the * Electronics  - -  . - - .. ___- Labpratory of 
the Resea rch  Division of Astropower. 

S .  S. Viglione, and H. F. Wolf. The optical correlat ion measurements  were  

The chief contributors were  _ ~ - -  R. D. - _ _  Joseph,  

performed by the Optical and Infrared Section of the Electromagnetic Radiation 

Laboratory of the Douglas Aircraf t  Co. in Santa Monica, Calif., under the 

direction of Mr.  S .  Spinak. 
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SUMMARY 

Using actual TIROS films and an optical correlat ion procedure,  the 

feasibility of using a self-organized, paral le l  logic sys tem to recognize cloud 

s t ruc tures  indicative of s to rms  was investigated. The films were  a sampling 

of cloud formations,  some with and some without vor t ices ,  available f rom the 

plethora of data returned by the successful TIROS meteorological satell i te 

system. This data was standardized to attempt to remove the var ia t ions due 

to film type and processing technique, and to  concentrate on the only i tem of 

in te res t ,  the cloud s t ruc ture .  

formed,  and a computer routine was  implemented to  analyze this  t e s t  data. 

The computer routines mechanized the equations of an  approximate "forced 

learning" perceptron analysis which would enable the estimation of the number 

of logic units required in the parallel  logic layer  to  achieve a specified recog-  

nition performance lev el. 

The optical correlat ion measurement  was p e r -  

The computer resul ts  showed that due to the intermixing of the pat tern 

c l a s ses ,  caused partly by the inaccuracies of the optical measuring procedure 

and par t ly  by the complexity of the patterns themselves ,  the forced learning 

perceptron analysis achieves only a limited effectiveness of recognition (65 -7070). 

The required logic layer  to asymptotically approach this performance level 

consis ts  of only 50 logic units. 

not significantly improve the system performance. 

An increase in the number of logic units does 

Means a r e  discussed for increasing the effectiveness of the decision 

process  by implementing a closed-loop learning routine ( i terat ive design) devel- 

oped concurrently with this program. 

simulation made (in conjunction with a discr iminant  analysis procedure to define 

the logic unit inputs) to analyze a larger  sample of data in digital form should 

lead to  the design specification of a parallel  logic recognition sys tem capable 

Utilization of this  technique in a digital 

of making the required cloud pattern interpretation. * 

.. 
11 



TABLE O F  CONTENTS 

FOREWORD 

SUMMARY 

LIST OF ILLUSTRATIONS 

LIST OF TABLES 

1 . 0  

2 .0  

3 .0  

4 .0  

5.0 

IN TROD UC T ION 

SELF-ORGANIZING, PARALLEL LOGIC SYSTEMS 

2. 1 
2. 2 Self-organizing Algorithms 

Organization of Paral le l  Logic Systems 

ESTIMATION OF MACHINE SIZE 

3. 1 Perceptron-Type Networks 

3.1. 1 Exact  Perceptron Analysis 
3. 1 . 2  Approximate Perceptron Analysis 
3. 1 .3  Estimation Technique 
3. 1 .4  Estimation of Q Using Optical Correlat ion j t  

3. 2 Alternative Algorithms 

3. 2. 1 Natural  Selection 
3. 2. 2 I terative Design 
3.2.3 Iterative Design fo r  Sequential Computers 

0 P T  ICAL C ORRE LA TION ME AS URE ME NTS 

4. 1 Introduction 
4 . 2  
4 . 3  Preparat ion of Slides 
4 .4  
4 .  5 

Procurement  of Duplicates of TIROS 35mm Fi lm 

Logbook Design for  Optical Measurements  
Optical Corre la tor  and Optical Measurements  

4.5.  1 Description of Equipment 
4. 5.2 

4 .5 .3  Calibration Procedures  
4. 5.4 

Difficulties Encountered in Meeting the 
System Requirements 

Sequence of Correlation Measurements  

THE COMPUTER INVESTIGATION 

5.1 System P a r a m e t e r s  Under Investigation 

Report  129 -F 

Page 

1 

ii 

V 

v ii 

1-1 

2-1 

2-1 
2-3 

3-1 

3-1 

3-1 
3-5 
3 -8 
3-10 

3-18 

3-18 
3-19 
3-25 

4-1 

4-1  
4-1 
4-3 
4-5 
4-7 

4-7 
4-1 1 

4-11 
4-13 

5-1 

5-1 

iii 



5.2 

5.3 Description of Program 
5.4 Resul ts  of Computer Program 

Genera l  F o r m  of Program and Sequence of Computer 
Runs 

6 .0  HARDWARE REALIZATION 

6. 1 Genera l  Considerations 

6.1.1 Available Data Forma t  
6 .1 .2  Required Picture Resolution 
6.1.3 Realization of Sensory Plane 
6 .1 .4  Realization of Logic Units 
6 .1 .5  Realization of Weights 
6 .1 .6  Rationale for  Proposing a Digital Computer 

fo r  the Hardware Implementation 

6.2 Computer Hardware Feasibility 

6 .2 .1  Data Organization 
6.2.2 Decision Mechanism 

7 .0  CONCLUSIONS AND RECOMMENDATIONS 

7 . 1  P rogram Results 
7 .2  Recommended Future  Work 

Page 

5-1 

5-2 
5-5 

6-1 

6-1 

6-1 
6-2 
6-5 
6-6 
6-7 
6 -7 

6 -8 

6-9 
6-10 

7-1 

7-1  
7-2 

Report  129-F iv 



Figure  

1-1 

1 - 2  

2-1 

2 -2 

2-3 

3-1 

3 -2 

3-3 

4-1 

4 -2 

4-3 

4-4 

4-5 

4-6 

4-7 

4 -8 

4-9 

4-10 

4-1 1 

4-12 

4-13 

LIST O F  ILLUSTRATIONS 

Foiiows 
Page  

Block Diagram of Computer Macrostructure  1-2 

Block Diagram of Paral le l  Logic Interpreter  1-2 

Generalized Pa ra l l e l  Logic, Distributed Memory 2-1 
System 

Linear Logic Unit Mechanism 2 -2 

Pa t t e rn  Recognition Network Organization 2 -2 

Definition of Sec tors  3-1 3 

Configuration for  Origin in Sector IV 3-15 

Operations Typical of Consecutive Subprograms in 3-27 
Sequential Pa t te rn  Recognition 

Organization of the 100 x 100 Matrix Used for  the 4-6 
Logbook Design 

Detailed Layout of the A-Port ion of the Square Matrix 
Shown in Figure 4-1 

4-6 

System Schematic 4-7 

Overal l  View of System in Operation 4-7 

Arrangement of Components on Optical Bench 4-7 

Modulated Radiation Source 4-7 

Chopper Wheel Configuration 4-8 

Operator  Rotating Slide in Holder No. 1 4-8 

Measurement Channel Detector Configuration 4-9 

Equipment for  Calibrating System 4-9 

Relative Flux Densities of Collimated Beam a t  4-1 1 
Posit ion Shown in Figure 4-12 

Configuration of Collimated Beam for Flux Density 4-1 1 
Measurements 

Rep0 rt 12 9 - F 

Calibration of Microvoltmeters 4-12 

V 



1 
I 
D 
I 

Figure  

4-14 

4-15 

5-1 

5 -2 

5-3 

5 -4 

5 -5 

5-6 

6-1 

6 -2 

6-3 

Linearity of Detector -Meter Combination (Gain 
Adjusted to 5000 p v  for Aperture  of 0.005 n Sq In.) 

Linearity of Detector -Meter Combination (Gain 
Adjusted to 500 vv for Aperture  of 0.005 v Sq In.) 

Simplified Flow Chart of Computer P r o g r a m  

Detailed Computer Program Flow Chart  

Minimum Number of E r r o r s  

Asymptotic Class  Separation in Standard Deviations 

Number of Logic Units Required for 99% of Limiting 
Separation 

Number of Logic Units Required for  99. 9% of Limiting 
S epa r a t io n 

Examples of Cloud Pat terns  

The Examples of Figure 6-1 After Photographic 
Preprocess ing  

Readout Sequence During Preprocess ing  

Report  129-F 

Follows 
Page 

4-12 

4-12 

5 -5 

5 -5 

5-9 

5 -9 

5 -9 

5-9 

6 -2 

6-2  

6-4 

v i  



Table 

2-1 

3-1 

3 -2 

3-3 

3 -4 

3 -5 

3 -6 

3 -7 

4-1 

5-1 

LIST O F  TABLES 

Self -Organizing Algorithms 

Page - 
2 -5 

Q-Table for  Horizontal (t) and Vert ical  ( - )  B a r s  3 -9 
on 20 x 20 Retina 

Q-Table for  Alternate Horizontal (t-) and Vert ical  

Values of l / N ( E / a )  f o r  the Astropower Decision 3 - 9  

3-9 
(t-) B a r s  on 20 x 20 Retina 

2 

Fi l te r  

Discrimination of S ' S  and H ' s  3-26 

Discrimination of Pa i r s  of Pa t te rns  3-26 

Discrimination of Pa i r s  of Pa t te rns  - Iterative Design 
U s ing D i s c r iminant Analy s i s 

3-27 

Discrimination of S vs H vs  A vs  N 3-27 

List of Vortex Negatives Selected for  Optical 
Correlation Measurements 

4-4 

Symbols for Computer P r o g r a m  5 -6 

Report  1 2 9 - F  vii  



1 .0  INTRODUCTION 

Or, April 1,  1960, TIR-OS I was launched into orbi t  to prove the feasi-  

bility of meteorological satellites. 

since been successfully operated to  t ransmit  television pictures  and infrared 

scans of the ea r th ' s  cloud cover .  

reliability with which it was delivered were  so high that,  commencing with 

TIROS 111, the TIROS s e r i e s  can b e  considered a s  an operational weather 

satel l i te  sys tem,  although it did, up to TIROS VI, allow daily coverage of only 

about 1870 of the ea r th ' s  surface.  Of the seven TIROS satel l i tes  still to come, 

some will be  placed in highly elliptical o rb i t s  and some in synchronous orb i t s  

to provide more  coverage. 

Five succeeding TIROS satel l i tes  have 

The quality of the data obtained and the 

The NIMBUS project is the follow-on to TIROS in the NASA meteorolog- 

ical  satel l i te  program. 

coverage on a regular  bas i s .  

the ea r th ' s  surface twice a day, once in daylight and once a t  night. 

The NIMBUS concept specifically cal ls  f o r  worldwide 

The NIMBUS sys tem will observe every  point on 

In paral le l  with the development of the actual satel l i tes  and supporting 

ground sys tems,  NASA and the National Weather Satellite Center have also 

s ta r ted  to develop automatic means of processing the cloud cover information 

to increase  the speed of information flow f rom the Command and Data Acquisi- 

tion Station to other weather centrals ,  and to facilitate the work of the satell i te 

meteorologists.  The first s tep  in this direction was to devise a computer rou-  

tine that automatically plots a latitude and longitude gr id  upon an overlay to be  

used with the TIROS cloud cover picture. 

and te lemet ry  information before  the actual  cloud picture a r r ives .  

advanced TIROS and NIMBUS systems,  m o r e  advanced data processing is con- 

templated. 

the cloud pictures  in analog form.  

special  facsimile  encoder which would direct ly  convert the picture information 

to e lectronic  form suitable for  facsimile t ransmission.  

signal will  be digitalized and placed in proper  format  f a r  entry into a computer.  

The computer , utilizing the telemetry data and orbi ta l  elements previously 

received,  will rectify the video data (pictures  a r e  taken f r o m  different  view 

angles) f rom an  ent i re  orbi t  and produce a mosaic  in map  form.  

This grid is drawn f rom orbi t  tracking 

F o r  the 

The geographical gr id ,  as  well as landmarks,  will be  placed on 

Also under consideration is the use  of a 

In paral le l ,  the video 
:;< 

Pic ture  elements 

.b .,. 
Johnson, D. S., Hall, W. F., and Br is tor ,  C. L., "NIMBUS Data in Operational 
Meteorology,' ' Astronautics and Aerospace Engineering, Apr 1963. 
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will b e  summarized into rectified grid squares .  

express  the percentage of cloud cover and the average br ightness .  

digital mosa ics  will be  presented in  analog fo rm to a manual processing unit, 

where meteorologists,  utilizing the individual high resolution pictures ,  will  

superimpose meteorological interpretations such as atmospheric  stability, 

wind flow, s t o r m  centers ,  f ron ts ,  etc. The analysts  will utilize projected 

images with the interpretative information automatically fed back to the com- 

puter during the analysis phase. The final output, a m e r g e r  of computer and 

manual analysis,  will  b e  transmitted to other weather centrals .  

Single-digit descr ip tors  will 

These 

This highly automated processing technique is necessary  because the 

amount of data expected f rom NIMBUS is too la rge  to be  processed  manually. 

A feeling for  the dimensions involved may b e  gained by considering that NIMBUS 

television cameras  can deliver 96 pictures with a total  of 5 x 10 

pe r  orbit .  

complished by computer.  

the meteorological interpretation of cloud features  and patterns.  This work 

defies automatic handling, pr imari ly  because mechanisms capable of recog-  

nizing and interpreting pictorial  information of the complexity of clo-ad photo- 

graphs a r e  not available. 

and in te rpre t  such cloud patterns as s to rm centers ,  cloud "s t reets ,"  and fronts ,  

it  i s  conceivable that future weather forecasting sys tems could b e  completely 

automated. 

8 bits  of data 

As noted, all routine functions of the processing task  will be  a c -  
J. 1. 

The task which cannot b e  achieved automatically is 

If a machine were  developed that could recognize 

Iii ordel= to st-udy- tIie feas&i:;ti; of a-Gepl an autoil?atic c!o.Gd pattern 

recognition system, NASA headquarters,  Directorate  of Electronics  and Data 

Process ing ,  awarded a study contract to  the Electronics  Laboratory of As t ro-  

power, Inc. The sys tem originally proposed by Astropower is a self-organized, 

paral le l  logic, distributed memory  recognition device coupled to a digital con- 

ditional probability computer and an operator control console. 

of the en t i re  system is shown in F i g u r e  1-1. 

a tes  completely automatically; it is possible, however, for  an operator  to 

monitor the machine and over r ide  the automatic control.  

A block d iagram 

The sys tem i s  such that i t  ope r -  

The hear t  of the sys tem consists of the paral le l  logic in te rpre te r  and 

Figure  1-2 is a logic flow chart  of the the conditional probability computer. 

J. .,. 
Schneebaum, M. I. and Stampfl, R. A., "Data Storage for  Meteorological 
Satell i tes , ' I  Astronautics and Aerospace Engineering, Apr 1963. 

Rep0 rt 1 2 9 -F 1-2 
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paral le l  logic in te rpre te r .  

sample the cloud pat tern in  s torage.  

propositions concerning the cloud pattern, the par t icular  proposition being 

determined by the input connections. 

a property f i l t e r ,  recognizing a specific property of the incoming pattern.  The 

input connections themselves represent a sampling of a much l a r g e r  l i s t  of 

property f i l t e rs .  

entirely f rom the known propert ies  of the pat terns ,  o r  compiled by combinations 

of these approaches - the method of selecting the property f i l ter  l i s t  depends 

upon how well the bases  for  pat tern classification a r e  understood. The self-  

organizing routine determines the utility of the var ious property f i l t e rs  included 

in the machine. 

The input connections for  each majori ty  logic unit 

The logic units compute majori ty  logic 

Thus each majori ty  logic unit becomes 

This l i s t  may be  selected completely a t  random, determined 

The conditional probability computer accomplishes the task of a table- 

lookup. 

into a d i scre te  number of intervals.  

p re t e r  is thus digitized. 

a table providing the conditional porbability of a s t o r m  for  each of the finite 

output s ta tes .  

approximated to any degree of accuracy by choosing fine enough parti t ions.  

The range of the output of each s to rm component indicator is partitioned 

The output s ta te  of the paral le l  logic in t e r -  

The conditional probability computer has  s tored in it 

Any continuous function of the s t o r m  component indicators can be  

It was suggested that the orderly development of such a sys tem could be 

accomplished in three  phases:  

Phase  I - Feasibil i ty Study 

a .  Investigate the complexity of the problem to a r r i v e  a t  a reasonable 

es t imate  of the s ize  of the paral le l  logic in te rpre te r  in t e r m s  of 

the number of logic units required for the recognition of vortex-' 

s t ruc tures .  

Study the sys tem problems associated with the construction of a 

feasibility model. 

Investigate the availability of suitable off -the -shelf hardware for  

the construction of a feasibility model. 

J, 

b.  

c. 

'A vor tex  is a spiral-shaped cloud pattern indicating the center  of a cyclonic 
s t o r m ,  such as a hurr icane o r  typhoon. 

Report  129-F 1-3 
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Phase  I1 - Design and Construction of Breadboard Model 
~ ~ 

a. Design 2nd construct feasibility model for the recognition of 

vortex s t ruc tures .  

b .  Provide final proof of the ability of a paral le l  logic-conditional 

probability machine to  analyze detailed cloud pictures .  

c .  Provide design details  f o r  a complete in te rpre te r .  

Phase  I11 - Design and Construct Complete Self -Organized Conditional 
Probability Interpret  e r 

The work performed under contract NASw-609 was directed to the 

Phase  I study to prove the feasibility of this approach to cloud pat tern in te r -  

pretation by estimating the s ize  of a paral le l  logic in te rpre te r  for  the recogni- 

tion of vort ices .  

reduce the complexity of the logic layer by increasing the efficiency of each 

logic unit and by optimizing the logic unit input connections and threshold 

setting. 

approach to cloud pat tern interpretation were  investigated. 

Theoretical  optimization studies were  a l so  undertaken to 

Finally, the hardware problems connected with the paral le l  logic 

This  report  descr ibes  the work accomplished during the contract  

period. 

Section 2 .0 .  The general  machine organization, the learning rules  applied 

during the self-organizing period, and severa l  procedures  for  reducing the 

s i ze  of machine required for a given performance a r e  discussed.  Section 3.0 

gives the mathematical  derivations upon which the estimation of machine s i ze  

is based. 

photographs, the design of the optical cor re la tor ,  and the optical measurements .  

Section 5 . 0  d iscusses  the computer program that was wri t ten to evaluate the 

optical data and gives the resu l t s  of the program.  A shor t  discussion of the 

hardware implementation problems is presented in Section 6.0.  

and recomendations a r e  summarized in Section 7 . 0 .  

A review of self-organized pat tern recognition machines is given in 

Section 4 . 0  t r ea t s  in detail the selection and preparat ion of the cloud 

Conclusions 

Report  1 2 9 - F 1-4 
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2.0 SELF-ORGANIZING, PARALLEL LOGIC SYSTEMS 

Pat tern classification mUst often b e  based 33 lacompletely specified 

c r i t e r i a  empir ical ly  derived f r o m  Iftypical examples" of the pattern c l a s ses .  

While this method is character is t ic  of humans,  i t  has  only recently been 

adapted to automata.  

organizing sys tems.  

Machines which use this method a r e  called self- 

2. 1 Organization of Parallel Logic Systems 

In the devices to be considered, the pat terns  are to be  classified 

on the bas i s  of a d iscre te  sampling of the pattern data. The samples  obtained 

f rom a part icular  pattern c l a s s  m a y  be conceptualized as a set  of coordinates 

which r ep resen t s  the pattern a s  a point in a k-dimensional signal space. The 

design of an automatic pattern classification device then is largely the speci-  

fication of a partition on this space such that the ce l l s  of the partition may  

be identified with unique c l a s ses  of patterns.  The design constraints  must  

include the maximum probability of e r r o r  acceptable a f te r  the specification 

of the parti t ion,  and the limitations on the cos t  necessary  to automate the 

p rocess  of specifying the classification regions (the decision process) .  

When the pat terns  associated with unique c l a s ses  a r e  concentrated 

in well-defined and widely separated regions of the signal space,  simple and 

highly accurate  decision mechanisms may  be constructed.  In m o r e  difficult 

designs,  a useful approach is to employ simple decision devices (to achieve 

low cost) in fairly elahorate s t ructures  !to achieve the required parti t ion 

complexity). Such a s t ructure  is diagrammed in F igure  2-1. 

The IISfl units a r e  the sensory o r  input units to the device. In 

the case  of pictor ia l  data ,  a sensory unit is associated with a picture e lement  

and genera tes  a signal proportional to the br ightness  of that element.  

sensory  field is connected to the first-layer logic units through weighted 

connections to t ranslate  the incoming signal to  a form more  suitable f o r  

recognition. 

logic uni ts ,  but eventually there is an inevitable "necking down" of the data  - 
r e f e r r e d  to as abstraction. 

The 

The input signal may be t ranslated through severa l  l aye r s  of 

The performance of a paral le l  logic system may be charac te r ized  

in t e r m s  of the response units. The response units considered he re  a r e  

Report  129-F 2-1 
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two-state devices required to be in one state when a par t icular  pattern is 

present  in the signal displayed to the sensor units,  and in a second state 

when this pattern i s  not present .  

Initially there  i s  little organization in these machines.  How- 

e v e r ,  by showing a sequence of signals to the machine 

weights of the connections between logic l a y e r s ,  o r  between logic and r e -  

sponse l a y e r s ,  the machine 's  ability to  classify pat terns  i s  improved. 

and varying the 

A significant feature  of these machines is their  generalization 

capability. 

b a s i s ,  many logic units a r e  active for each co r rec t  classification. 

existence of a slightly different property in a signal of the same c l a s s  a s  

that upon which the machine was trained act ivates  a la rge  protion of the 

appropriate  logic units,  enabling cor rec t  classification despite minor  va r i a -  

tions in the pattern.  

Since the classification of a pattern is made on a s ta t is t ical  

The 

.r. 

The decision units in Figure 2-1 a r e  l inear logic units'r. A 

l inear  logic unit partitions the subspace defined by the sources  of i t s  inputs 

b y  passing a single hyperplane through the subspace,  assigning a classif i -  

cation of "one" to pat terns  falling on one side of the hyperplane and "zero" 

to  pat terns  falling on the other side. 

diagrammed in Figure 2-2.  

is  a s  follows: if the weighted sum of the input zw.e. exceeds a threshold,  

0 ,  then an output, e , is generated and the unit is said to be active.  

The l inear logic unit mechanism is 

The rule governing the behavior of this unit 

1 1 1  

0 

i f  Cw.e. > 0 

0 

The simplest  organization which would give the machine a 

capacity to perform significant tasks contains two l aye r s  of logic (Figure 

2-3)"*."* The sensory field again provides the input, and a l inear  logic unit 

s e r v e s  as a report-out unit. Between the two is inser ted  a layer  of l inear 

.I. .b 

3'! 
~ 

Winder,  R. 0. , "Threshold Logic in Artificial  Intelligence, ' I  Artificial  
Intelligence Sessions,  IEEE Winter General  Meeting, Jan 1963. 

:g:g It should be noted that many pattern recognition devices a r e  based on this 
s t ruc ture  - f o r  example,  the designs of Bledsoe and Browning, Gambs,  
Kamensky, Rosenblatt,  Widrow, and the Astropower Decision F i l t e r .  
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+1 if C W.X. > 0 
j=1  J J 

e =  I 
[ 0 otherwise 

Figure 2-2. Linear Logic Unit Mechanism 
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logic units. 

f rom sensery peints to logic units are many-ts=many,  and from 1 - i ~  A"5 units 

to  report-out units are all- to-all .  

All  of the connections shbwn a r e  weighted. The connections 

2. 2 Self -Organizing Algorithms 

After selecting this organization as the network s t ruc ture ,  a 

la rge  number of network parameters  remain to be specified. 

e t e r s  include the number of input connections, and the source points of 

these inputs for  each logic unit; the weights of all connections f rom the 

sensory field to the logic units,  and f rom the logic units to the decision 

elements;  and the thresholds of all logic units and decision elements.  A 

rule  for  automatically determining the values of these pa rame te r s  based 

on a sample of classified pat terns  is called a self-organizing algori thm, 

These pa ram-  

Consider one particular algorithm called "forced learning. 

When a logic unit is supplied with a se t  of input connections, i t  becomes 

a property f i l t e r ,  

the par t icular  property.  

of these is selected for  the recognition machine. 

procedure then determines the utility of the var ious property f i l t e r s  and 

the efficiency of the property list in making the required classification. 

The learning rule i s  such that it increases  the weights of the connections 

f rom active units to the report-out unit when a pattern of in te res t  i s  p re sen t ,  

and reduces  the connection weight of active units when no target  o r  pat tern 

of in te res t  is present.  

p resence  (that is, units which measure propert ies  possessed  by pat terns  

of interest)  will  tend to c a r r y  large positive weights. 

reliable indicators that a ta rge t  i s  not present ,  and hence measu re  prop- 

e r t i e s  possessed pr imar i ly  by nontargets, will tend to c a r r y  la rge  negative 

weights. 

of pa t te rns  of interest  will c a r r y  positive o r  negative weights of l e s s e r  

magnitude. 

rl. -4. 

determining whether o r  not the input pat terns  posses s  

A l i s t  of propert ies  i s  es tabl ished,  and a sampling 

The self-organizing 

With such a procedure,  reliable indicators of target  

Units which a r e  

Units which a r e  l e s s  reliable indicators of the presence  or  absence 

:x 
Singer ,  T. R. , "Model for  a Size Invariant Pat tern Recognition System, 
paper  presented a t  the Bionics Symposium, Dayton, 0 . 9  Sept 1960; Mart in ,  
T. B.  , and Talavage, J. F. , "Application of Neural Logic to Speech Analysis 
and Recognition'', paper presented a t  the Bionics Symposium, Dayton, O., 1963. 
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The l is t  of property f i l ters  f rom which the logic unit input 

The s t rucutre  of this i is t  connections a r e  selected is quite significant. 

determines the task for which the machine is suitable - that i s ,  i f  the 

recognition machine is to per form properly, i t  must  have the foundations 

upon which to function. 

this property l ist .  

known parameter  of the patterns to be classified. 

time-consuming and tedious, and above all, i t  may not lead to a machine 

capable of co r rec t  classification i f  the discrimination clues a r e  subtle 

and not known to the designer.  

porate those propert ies  known to be useful, then generate additional prop- 

e r t i e s  randomly and le t  the self-organizing procedure select  the d i sc r im-  

ination c r i te r ia .  

and may be accommodated by performing the self-organization in a simulated 

mode on a large scale general  purpose digital computer. 

Many techniques are available f o r  generating 

One method is to manually build into the l i s t  each 

Such a procedure is  

One approach to this problem is to  incor-  

Such a procedure requires  an  extensive property l is t  

The forced learning procedure is readily implemented in a 

computer simulation. 

r i s e  to the "Theorem of Statist ical  Separability. It"* 

It i s  well documented mathematically and gives 
.I. 

F o r  this theorem to hold, i t  is required that the property 

l i s t  emphasize the differences between targets  and nontargets,  and the 

simidarities between these c lasses .  The theorem makes i t  possible to 

compute whether o r  not the property l is t  meets  this requirement and to 

es tabl ish the required size of the logic layer for  a specified performance 

level. 

in Section 3 . 1 .  

It is  the bas i s  for the present program and i s  discussed thoroughly 

Other algorithms have been developed for  the design of 

efficient networks by increasing the effectiveness and the efficiency of 

the logic s t ructure .  

discriminant analysis to assign weights to logic unit inputs f r o m  the sensory 

field. 

t icular problem. 

One powerful tool is the application of a statist ical  

This produces a property l i s t  which is closely matched to  the pa r -  

:: 
Joseph, R. D. , "Contributions to  Perceptron Theory, I t  Ph. D. Thes is ,  
Cornel1 University, Sept 1961. 
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In addition to the means for  assigning input connection weight, 

algerithrns r r , a i r  Y be classified by Tvhether they a r e  open-lnop or  closed-loop 

p rocesses ,  and by whether they a r e  selective or  not. 

is one in which the logic units generated a r e  evaluated to determine their  

suitability f o r  inclusion in the final network; in a nonselective p rocess ,  all 

logic units generated a r e  included in the network. 

bes t  implemented by computer simulation of the self-organizing process .  

They produce much m o r e  efficient networks then do nonselective algori thms.  

A selective p rocess  

Selective algori thms a r e  

Non s e le c t ive 

Se le c t ive 

In an open-loop algorithm, the weight of a connection f rom a 

logic unit to the decision elements  depends upon the on/off state of the logic 

unit for  each  pat tern in the classified sample,  but not upon the state of the 

decision elements .  In closed-loop p rocesses ,  the s ta te  of the decision 

elements  is a l s o  significant in the determination of these weights. 

loop algori thms yield more  complex self -organizing routines,  but a r e  

effective for  a broader  range of problems. 

each category of algorithms. 

Closed- 

Table 2-1 gives examples of 

Forced  learning 

Natural  selection Iterative de sign Grea te r  efficiency 

E r r or  c o r  r e  c t ion Ea sie r implementation 

TABLE 2-1 

SELF -ORGANIZING ALGORITHMS 

E a s i e r  implemen- Greater  effective- 
tation 1 ness 

One of the ea r l i e s t  successful a lgori thms was the perceptron 

fo rced  learning rule briefly discussed previously. A detailed analysis  of 

this algorithm is presented in the following section. With this ru le ,  the 

weight assigned to the output connection of a logic unit is proportional to 

the difference between the number of sample pat terns  of one c l a s s  which 

Repor t  129-F 2-5 
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turn the unit 

activating the unit. 

Table 2-1  for  which adequate analytical tools exist .  

played a cent ra l  role in this investigation. 

and the number of sample pat terns  of the other c l a s s  

Forced  learning is the on!y one of the algorithms of 

F o r  this r eason ,  i t  

Subsequent sections describe the natural  selection (3.2.1)  

and i terative design algori thms (3.2. 2). 

algorithm may be found in the l i terature.  

Discussions of the e r r o r  correct ion * I 
1 
I 
1 
I 
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I 
1 
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I 
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',' 
Block, H. D. , !'The Perceptron:  A Model for Brain Functioning, I I  

Reviews of Modern Phys ics ,  Vol 3 4 ,  No. 1,  Jan 1962; Rosenblatt ,  E . ,  
Pr inciples  of Neurodynamics, Spartan Press ,  1962. 
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3.0  ESTIMATION O F  MACHINE SIZE 

A two-stage estimation process for predicting the s i ze  of the paral le l  

logic network required for the recognition of vortex pat terns  was undertaken. 

First, the number of logic units needed in a perceptron-type network was to 

be  estimated. 

to es t imate  this number without actually designing the perceptron. 

performed under this contract  was pr imari ly  directed at accomplishing this 

task.  

logic unit efficiency obtainable with more  advanced self -organizing algorithms. 

No d i rec t  means exist  for estimating the number of logic units required when 

these algorithms a r e  used, and only l imited empir ica l  evidence is available to 

show the improvements achieved. 

Using analytical tools developed at Astropower,  it was possible 

The work 

Second, this es t imate  was to b e  modified to ref lect  the improvement in 

3 .1  Perceptron-Type Networks 

In this section, an exact s ta t is t ical  analysis of perceptron type 

An approximate computing form is networks ( see  Figure 2-1) is presented. 

then derived. Finally, means for  estimating the necessary  pa rame te r s  utiliz - 
ing optical correlat ion a r e  described. 

3.1. 1 Exact Perceptron Analysis 

The problem to b e  considered is the classification of a 

The data in  l a rge  number of multidimensional vectors  into two categories .  

each signal point a r e  to be  processed by a l a rge  number of logic units s imul-  

taneously; each logic unit determines the veraci ty  of some l inear  logic prop- 

osition when applied to the vector  under examination. As  a resu l t  of this 

detailed examination of the individual vec tor ,  that vector  rece ives  a classification 

Suppose that the sensory field under consideration contains n points, so that 

the weighted input connections to  a given logic unit can be  represented as an  

n-dimensional vector.  

of the input connection f rom the j-th sensory  point. 

is represented  by a zero.  

The j-th component of this vector  represents  the weight 

The absence of a connection 

The connection vec tors  for  the logic units a r e  selected 

randomly as follows. A distribution is assigned to the space of all possible 

input connection vec tors  (n-space),  and the connection vector  for each logic 

unit is selected independently according to  this distribution. 

nection vec tors  assigned non-zero probability is called the property l is t .  

The se t  of con- 

In 
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this case ,  the property list was generated by  assuming that the weight of the 

input connections to each logic unit is "A," the sum of squares  of these  weights 

is "B" (the numbers A and B being the pa rame te r s  to b e  optimized), and that 

the points of or igin of each input connection a r e  selected independently, accord-  

ing to  a uniform distribution over  the ent i re  sensory field. 

Let C. denote the input connection vector for the i- th logic 

unit, and S the input pat tern expressed as an n-dimensional vector .  The out- 

put of the i - th  logic unit when the k-th pat tern is shown, which will b e  denoted 

by g k  
and the signal vector 

1 k 

can be  expressed in t e r m s  of the inner product of the connection vector  i '  

1 i f c i .  s k - e >  - o 
0 otherwise c 6; = 

where  8 is the threshold of the unit. 

var iably weighted connections to serve as inputs to the report-out units. 

The outputs of the logic units pas s  through 

It is assumed that t he re  a r e  M input pat terns ,  each to be  

grouped into one of two c lasses .  

number 6 which indicates the desired classification of the pattern.  

if S 

With each pattern,  there  is an associated 

Thus 

k is to b e  classified in the positive c l a s s  
tik = {-: if S k is to b e  classified in the negative c l a s s  

A sequence of patterns is selected.  The pat terns  a r e  drawn 

f r o m  the population of patterns to  be classified.  

appear  in  this sequence severa l  t imes,  o r  it need not appear  at all.  

of appearances of the pat tern Sj in the sequence is denoted by nj. 

selection of the connection vectors ,  this sequence of patterns i s  shown to the 

machine,  during which the weights of the var iable  connections a r e  modified. 

Any individual pat tern may 

The number 

Following the 

The connections f rom the logic units to the report-out unit 

have var iable  weights. 

according to the following rule: 

These weights a r e  initially se t  to ze ro  and then var ied  
k i f  the i- th logic unit is activated when pat tern S 

uie C O i i -  is siiowii &uring ilne sey.ucilce, .k is  io the weig'it of L1-  - 

nection f rom the i- th unit to the report-out unit. 

unchanged. 

Otherwise,  the weight is 

This can be  restated as: the weight of the connection f rom the i - th  

unit to the report-out unit is changed by 

training. This is known as the "Forced 

Report  129-F 
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Learning" rule .  

each t ime Sk is  shown during 
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k k k t  = C n 6 d i S i  t 

k= 1 f’i 

3 - 3  

Thus the weight of the i-th connection will b e  

k k k  w = C n 6 6 i  
k= 1 i 

a f te r  the adaptive sequence. 
t t when S is shown is denoted by f’ , then 

Consequently, i f  the input to the report-out unit 

t k k k t  C n 6 6 i 6 i  
N 

i= 1 i=l k = l  
B t  = C wi 6 i  = C 

The report-out unit is said to have made a co r rec t  decision i f  

e 
0 

for  

t 6 = k1 respectively. 

Consider the factors influencing B , and hence the c l a s s i -  t 

fication of st: 
k sk = Previously determined classification for  S 

6 k  = Determined by connection vector  of i-th logic unit i 

nk = Choice of frequency of Sk in the adaptive sequence 

Note that it follows that with a particular choice of network, adaptive sequence, 

and classification scheme,  the decision on the t e s t  pattern,  S ’ ,  is completely 

determinis t ic .  

t 

When it is presumed that a random selection of connection 
t vec tors  has  been made, then @ may b e  analyzed a s  a random variable.  

assumption is the bas i s  of the work which follows. 

This 

t Developing f’ as the s u m  of N independent random v a r i -  

ables  permi ts  an  evaluation of the variance: 
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t 2  j k j k j k t  (P i )  = C C n n 6 6 6 i 6  i 6 i  
j= i  k= i  

Defining the following symbols: 
t - 7  

Probability of selecting a connection 

vector  such that the i- th associative 

unit is active for both S and S , Note, 

under the assumption of random se lec-  

tion of connection vec tors ,  that  Q .  is 

independent of i. 

j t 

Jt 

= Probability of selecting a connection 

vector such that the i- th associative 

unit is active for Sj, Sk, and S , 

Comment above applies. 

t 

One may wri te :  

and 

j k  j k  M M  

j = 1  k = l  

B 2 t  ( P i )  = C C n n 6 6 {Qjkt - Qjt Qkt} 

L d 

Hence: 

j 6 j S k  { } (2)  
M M  

j=1  k = l  

2 1  t 
o( ,P )=  C C n n  Qjkt - Qjt  Qkt 

Once a threshold for the response unit is selected,  the 
t mean and var iance of 

an absolute bound on the e r r o r  probability. 

approximately normally distributed (s ince it is the sum of a la rge  number of 

independent, well-behaved variables) to provide m o r e  reasonabie es t imates  of 

the e r r o r  ra te .  

may be used in the Tschebycheff inequality to provide 

is t It may also be assumed that P 

One may also consider the tes t  pattern St as having been 

selected at random either f rom the c l a s s  of positive patterns (cloud formations 
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containing vort ices)  o r  f rom the negative c lass .  

the input to the response unit should contain a component due to  the selection 

of the t e s t  pattern. 

In this case ,  the var iance of 

One obtains 

and 

- &- C C C n n  j k  6 j k  6 (ajkt - Qjt Qkt) 
f t j = l  k = l  

1 j k  j k  +-LI C C n n  6 6  Q Qkt 
Mf t j = l  k = l  j t  

2 
k k  -[& E ‘kt] 

(3) 

(4) 

where  the summations on t a r e  res t r ic ted  to  pat terns  in the appropriate  c l a s s .  

Note that the var iance has two components: the first is the average of the v a r i -  
A. 

ances of P L  and may be  made arb i t ra r i ly  sma l l  by increasing the number of 

logic units; the second is the variance of E(B ) over the selection of a t e s t  pat-  

t e rn ,  and is not affected by a change in the number of logic units. The second 

component limits the performance which may be  achieved with a perceptron. 

t 

3.1.2 Approximate Perceptron Analysis 
I 

t The computation of the exact variance of B is v e r y  diffi- 

cult because the numbers  Q 
Qjkt may be  obtained by a process  s imi la r  to the one descr ibed i n  the following 

section for  Qjt, but a vastly expanded measurement  program would be  required.  

An approximate method of estimating the var iance of fl 

a r e  quite numerous and a r e  not readily available. jkt  

t is thus desired.  

An analysis of the t e r m s  contributing to the var iance in  

Equation 2 indicates that the most significant ones occur when j = k. 

approximation 

The 

‘jk ‘kt 
‘jkt ‘7 
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i s  exact when j = k .  Substituting Equation 5 into 2 ,  

I 
I 
I 
I 
1 
1 

Considering the t e s t  pat tern to be  randomly selected,  

and 

j k  j k  rJk - QjJ 
C n n  6 6  Q k t T  

M M  

& t j = l  k = l  
- & E  C 

j k  j k  t -  c c c n n  6 6 Q ~ ~ Q ~ ~  
M* t j=1  k=l 

C C n 6 Qkt -[& f t k  k k  l 2  

(7) 

where the summations on t a r e  res t r ic ted to patterns in the positive c l a s s  o r  

negative c l a s s ,  a s  appropriate.  

rewri t ten a s  

The expressions in Equations 7 and 8 may  be 

N 

E(; B,) = - 1 [Mi Qtt  - M - q  Mt t 

and 

I N 
1 

T t  [Mt  Qtt  - M- Qt-J' 

2 

- [.;; ( M i  Ztt - M- %-)I 
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where the summation on t is again res t r ic ted  to pat terns  of the appropriate c lass .  

The symbols Qkt and Qk 

the positive c lass  and negative class  respectively.  

N N 

a r e  used to indicate the average values of Q for t in - j t  

The fo rms  of Equations 9 and 10 were  used in the feasibility 

study. 

approximations (var iances  of Q 

squared) were  made to yield 

To t e s t  the validity of the approximation of Equation 5 ,  some fur ther  
N N 

and Q, a r e  smal l  compared to their  means kt - 

k N N 

where  Q is the value of Q averaged over all pat terns ,  S , in the positive 

c l a s s ;  Q, 

of Qk. 

formance  when the threshold of the response unit i s  set  to zero.  

-++ kL N 

is the average of Qk over the positive c l a s s ;  and Q, is the average - - ^ .  
The important parameter  estimated by Equation 11 defines the p e r -  

The simplified expression for  1 /N  ( E / o ) ~  given in Equa- 

Results of these 

Rosenblatt"' provides tables 

for  completely random connections, var ious s izes  of pat terns ,  pat tern 

tion 11 has  been checked for  accuracy in severa l  examples.  

checks a r e  presented in Tables 3-1 through 3-3. 

of Q 
overlap,  and numbers of connections. 

and 3-2), these a r e  used to estimate Q,, and Q,. 

.e. 

j t  
In the first two examples (Tables 3-1 

.I. .b 

Joseph"'*' provides exact 

aiisi;i;213 against which t he  app'=";""tior, is  Verified. In the third exam-ple 

::: 
Rosenblatt,  F., "Tables of the Q-Functions for  Two Percept ron  Models," 
Cornel1 Aeronautical Laboratory Report  VG-1196-G6 (1960). 

rlr J. .,. .,. 
Joseph,  R. D., "Contributions to Percept ron  Theory," Cornel1 Aeronautical 
Laboratory Report  VG-1196-G7 (1960). 

Report  129-F 3-7 



(Tables  3-3), the est imates  of Q,, and Q, , and the data which yield v e r y  accu-  

r a t e  approximations for  verification, were  provided by a simulation routine. 
- 

The f i r s t  two examples consider horizontal and ver t ica l  

b a r s  on a 20  x 20 input mosaic.  

s ize  uniform, those portions of the b a r s  which were  t ranslated off an edge of 

the mosaic  were  allowed to reappear at  the opposite edge. The first example 

considered the task  of classifying all horizontal b a r s  a s  positive and all ver t ical  

b a r s  a s  negative. 

and ver t ical ,  in  the positive c lass ,  and the remaining se t  in the negative c lass .  

The third example given is the Astropower Decision Filter"'. 

The b a r s  were  4 x 20, and to keep the pat tern 

The second example placed every al ternate  b a r ,  horizontal  

rt. 

Table 3-1 considers the problem of dichotomizing ver t ica l  

and horizontal ba r s .  Alternate 

ver t ica l  b a r s  a r e  in the positive class,  along with al ternate  horizontal  b a r s .  

Note in both cases  that the estimate obtained by applying the approximation is 

always within a factor  of 1 . 4  of the exact resul t .  The approximation in these 

c a s e s  overest imates  the number of logic units required for  a given performance 

level. 

In Table 3-2 the problem is m o r e  difficult. 

The approximate formula was also verified against  the 

Astropower Decision F i l te r .  

the use  of an exact solution for comparison purposes,  there  a r e  powerful 

approximation methods which utilize a digital computer simulation to yield a 

near ly  exact result .  

Although this  problem is too complex to permit  

The comparison is shown in Table 3-3. 

3. 1. 3 Estimation Techniaue 

This section descr ibes  how the approximations of Equa- 

tions 9 and 10 of the preceding section may  be combined to es t imate  the number 

of logic units required to achieve a given performance level,  and the means by 

which the required parameters  may b e  estimated using optical correlat ions of 

sample patterns.  

The input t o  the response unit is a random variable  due 

tn the r a n d o m  nati-tre gf the selectinn nf the logic i inits;  a-nd the r an r lnm se l ec -  

tion of the t e s t  pattern.  

that  the tes t  pattern i s  a vortex pattern, and the conditional mean and var iance 

The conditional mean and var iance of the input given 

::: 
Joseph, R. D., Kelly, P. M., and Viglione, S. S . ,  "An Optical Decision 
Fi l ter ,"  P roc .  IEEE (Aug 1963). 
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TABLE 3-1 

N 

C Q t t  

0.  14892 
0.05408 
0.25511 
0. 15396 
0.37198 

Q-TABLE FOR HORIZONTAL (t) AND VERTICAL ( - )  
BARS ON 20 x 20 RETINA 

N 

=a+ - 
0.06340 
0.01220 
0. 14600 
0.06840 
0.24740 

Logic U n i t  with 

Number of Input 
Connections Per 
Logic Uni t  with 
Weight of 

-1 
x Y 
3 3 
3 7 
4 4 
4 6 
5 5 

t 1  

W e i  ht of w 

Exact 

Approx 

( E / d 2  Error 
Approx Exact Factor  

N 1 N N 

*tt cQ+ - Qt 

0.11408 0.09824 0.05632 0 ,00420 0.00578 1.4 
0.03807 0.02821 0.02475 0.00368 0.00529 1.4 
0.21222 0.18889 0.08544 0.00497 0.00646 1 . 3  
0. 12093 0.10143 0.05848 0.00513 0.00690 1 .3  
0. 32457 0.29481 0.11120 0.00534 0.00664 1.2 

I 

(E/o)' for  Sphere/Cube 

(E/o)' for  Pyramid/Ellipsoid m 

Simulation U s e  of 
Results Equation 11 

0.150 0.145 

0.083 0.080 

TABLE 3-2 

N 

Qt 

0.05632 
0.02475 
0.08544 
0.05848 
0.11120 

I- Exact 

Approx 
0.02269 
0.01564 
0.02324 
0.02250 
0.02237 

Exact 
0.02592 
0.01523 
0.02708 
0.02473 
0.02579 

Approx 

Error 
Fac tor  

1 . 1  
1 .0  
1 . 2  
1 . 1  
1 . 2  

Q-TABLE FOR ALTERNATE HORIZONTAL (t-) AND 
VERTICAL ( t-) BARS ON 20 x 20 RhTINA 

TABLE 3-3 

VALUES O F  1/N (E/o12 FOR THE 
ASTROPOWER DECISION FILTER 

~~ 
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given that the pattern does not contain a vor tex ,  may  be  computed using 

Equations 5, and 10. 

is approximately normally distributed, since it is the sum of a la rge  number 

of independent var iables  - the outputs of the logic units. If the number of 

pat terns  is l a rge ,  and i f  the means within a c l a s s  a r e  near ly  normally d i s -  

tr ibuted, this approximation may be extended to a randomly selected t e s t  

pattern. Given a threshold f o r  the response unit, the conditional means and 

var iances  may b e  used to compute the false  alarm and missed  ta rge t  r a t e s .  

F o r  a given test pattern,  the input to the response unit 

The threshold of the response unit may be  adjusted to 

give the des i red  rat io  of fa lse  a la rms  to missed  targets .  

probabilities of each type of e r r o r  a r e  des i red  ( a s  was done in  this study), 

the threshold may be  placed s standard deviations f rom the mean of each d is -  

tr ibution, where s is given by:  

Assuming that equal 

Note that the denominator of Equation 12  is a function of 

N ,  the  number of logic units. As N grows l a rge ,  s approaches a limiting value. 

If this limiting separation of the classes  is grea te r  than the minimum acceptable 

level,  the  number of units required to achieve the minimum acceptable sepa ra -  

tion may  be computed. 

The eva!.clation of Equatior; 
rv 

of the quantities Q and 6 for various values t t  t -  
by evaluating Q for  all values of the subscr ipt  

j t  
range of this index, as was done in  this  study. 

12 is dep""dent sr, t he  evalr?atizn 

of t. 

j ,  o r  by sampling the possible 
A method is thus required for 

This  may be accomplished 

estimating Q 

and by pat tern S . 
the probability that a logic unit will b e  activatedby pat tern SJ 

j t y  

3. 1 . 4  Estimation of Q j t  Using Optical Correlation 

Let F (u ,v )  denote the bivar ia te  distribution function of 
j t 

4.1- - L-. -  .- _ _  - _ _  - 
Lilt: LL-al lbppdrel lLieS SJ Zij.6 ~ t .    he contributisr; of a g~vy-;c inpdt c=nnectisr, tc 

the total  input to the logic unit may b e  regarded a s  being equal in magnitude to 

the t ransparency  of the pattern a t  the origin point of the connection, t imes  the 

weight of that connection. If the origins of the connections a r e  chosen at  random, 
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independently and according to a uniform distribution, the following analysis 

applies.  

Denote b y  X.. the input to the i-th connection when S. is 
J 1  J 

shown. X.. and X 

s a m e  distribution function a s  the transparencies.  

total  inputs X and X is given by the convolution of connection density functions, 

since the origin points a r e  selected independently. 

have the joint distribution function F. (X. .  , Xti) - the 
J 1  ti J t  J 1  

The joint distribution of the 

j t 
Denote this  distribution by 

Gjt(Xj J Xt)* 

Distinguishing those pa rame te r s  pertaining to the dis t r ibu-  

tion F by tildas (e.  g., %.) we have 
j t  J 

m t = A Z t  2 -2 
u t = B a t  

N -2 Thus it is necessary to es t imate  Zj, mt, o t ,  and using 
J t  

optical measurements .  

N 

m = J- u d F .  (u ,v )  = J- u d  F.(u) 
j J t J 

2 - 2  z2 = u d F .  (u ,v )  - m 
j Jt j 

-2 j u 

exactly superimposed, normalizing as above, and subtracting m 
is obtained by measuring the total light passed by two S t ransparencies  

j -2 
j’ 

N N  N 

u = J u v d F  (u ,v)  - m . m t  
j t  j t  J 

Thus 

passed  by superimposing the Sj and S t ransparencies .  

tion coefficient p is given by 5 /CT. u for both F 

is obtained by subtracting I%. Gt f r o m  the normalized quantity of light 

Note that the co r re l a -  J t  Jt 
N N  and Gjt. 

j t  J t j t  

3 - 1  1 



The calculation of Q is greatly simplified by the a s sump-  

tion that the total  input to a logic unit when a pat tern is shown is approximately 

normally distributed. 

and S,, respectively,  then would have a bivar ia te  normal  distribution. 

j t 

The pair  (X X ) denoting the total  input for  pat terns  S 
j '  t j 

and p is in no way dependent 2 
j '  mt* 

The derivation of m 

on the normality assumptions; the assumption only insures  the sufficiency of 

this s e t  of parameters .  

1 1  

1 - 0  
- -- 

2 

I 
1 
I 
I 
I 
1 
1 
I 
1 
I 
I 
I 
I 
I 
I 
1 
I 
I Report 129-F 

The normality assumption is, then, that  

2- 

2 bt) I 

dX.dXt 
J 

Given the normal approximation, and the requisite p a r a m -  

jt '  e t e r s ,  the next problem is to obtain Q 

8 -m 8 -mt 
By substitution, and letting a = - j and b = - 

j =t Q 

- -- 1 1  
1-p2  

- 2  [y - 2pyz t "21 c o c o  

dydz 

o r  

The derivation of the computing f o r m  will be  accomplished 

The derivation depends upon the location of the or igin using polar coordinates. 

3-12 
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with respec t  to the l ines L :y+cx = bd and L :y -cx=  a d .  1 2 
significant regions.  

a r i e s  will be  considered. 

Figure 3-1 defines the 

Each  sector  will be  considered in turn,  and then the bound- 

(Note: c = p, 1 - P  d = g) 
A necessary  and sufficient condition that the origin falls in 

Sector  I is that a > O  and b < O .  It is readily shown that 

-1 c(b -a) 
b+a tan - 

-1 -tan c 

OD - 
e ’ bd 

c cos cp t sin cp 

2 
Y 
2 
- 

Y dY dw 

2 v 
2 

- -  OD 

YdYdcp e 
c(b -a) s ad  

tan - b t a  c COS cp - sin (o 

The integration on y is performed to obtain 

1 -1 l 2  dcp w -bzdz 2 ( c cos c p t  sincp 
- a t b  e 

Qjt - E 
-tan - c  

1 

t z k  
a2d2 1 -1 

C ,,tan 

c(b -a) tan - a t b  

-7 ,C C O S  y! - sin m e T I  J -1 

With suitable manipulations, this becomes 

-1  ._ . 

Rep0 r t  1 2 9 -F 

2 

du, 

-1 - - a 2 seczlcpttan -1 A) c C 

e 2 \ I dcp (13) 
2n c(b-a) 

tan a+b 
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Figure 3-1. Definition of Sectors  
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t -  J - 1  L 2l-r C I  t an  - 

Substituting z = tan Y 

Lac 

b 2  a-ob b2  2 - -  - - - z  

Qjt - 2n J’ b G 2 e  dz 
e - 

z 2 t  1 

dz e “ s  b - P a  z2  t 1 

and letting u = bz 

2 a 
2 

- -  
ae  

275 

W 

s 
b-Ra 

2 
U 

L e 

u2 t a2 
du 

A necessary  and sufficient condition for  the or-gin to f a  L 

in Sector  ii is that b > 0 and a e 0. 

again defined by Equation 14. 
negative direction, that is, tan- c(b -a) /b+a is grea te r  than tan-’c, in Equation 1 3 .  

It can be shown anaiyticaiiy that Q 

It is to  be noted that the second integral  is in a 
is 

j t 

Rep0 r t 1 2 9 - F 3 - 1 4  



By the symmetry of the problem and answer ,  the case  

where a > 0 and b < 0 (which defines Sector III) is readily seen  to produce the 

form given in Equation 14. 

The probability for  the origin in Sector  IVY defined by 

a c 0 and b < 0,  is obtained by subtraction. 

sufficient to provide the probabilities of Sectors  I, 11, and 111 when the origin 

is in Sector IV. Define 

The fo rms  already obtained are 

. 2  2 

so that Q = F(a ,  b y  p) t F(b ,  a ,  p)  when the origin is in Sec tors  I, 11, o r  111. The 
j t  

substitution 

shows that the probability of Sector I is 

P1 = F(-a, -b,p) + F ( - b y - a 3 p )  

when the origin is in Sector  IV. 

down.) Similar ly  , the sub st itutions 

(To demonstrate this ,  t u r n  F igure  3-2 upside 

y '  = x 

and 

give 

and 
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respectively.  Noting that 

F(a ,  -by - p )  = - F ( a , b ,  p )  

we have for  the origin in Sector IV 

Qjt  = - '1 - pII - pIII 

= 1 - F( -a, -by  p )  -F( -by -a, P) -F( -a ,  b y  -P) -F(b ,  -a ,  -P) 

-F(a, -by - p )  -F( -by a, - p )  

= 1 - F( -a, -b,  p )  -F ( -by  -a, p)  i- F ( - a ,  -by P) i- F ( b y  a,  P) 

+ F ( a , b ,  P) + F(-b ,  -a, P )  

Qjt = 1 i- F(b,  a, P) + F ( a , b ,  P) 

Thus the f o r m  of Q f o r  Sector IV is distinguished only by the addition of 1. 

The re  a r e  five boundary cases .  

(i) a = 0 ,  b >  0 

(ii) a > 0 ,  b = 0 

(iii) a < 0 ,  b = 0 

(iv) a = 0,  b < 0 

(v) a = 0 ,  b = 0 

j t  
These a r e  defined by 

C a s e ' i  b > 0 ,  a = 0 

In this ca se ,  the origin l ies  on the boundary between Sector I 

and Sector 11. 

-1 
-tan c c cos vi- sin cp 

Note that F (b ,  0 ,  p )  = 0 when b # 0 ;  this is a special  ca se  of Equation i4.  

Case ii a > 0 ,  b = 0 

By symmetry 

Qjt = F ( O , a , p )  

Rep0 r t  1 2 9 -F 3 - 1 6  



I Case iii a < 0 ,  b = 0 

in this ca se ,  the origin i ies  on the boundary between 

Sec tors  I1 and IV. In the first integral, the substitution u = bz is invalid. 

The value of this integral  is  readily seen  to be 1 /2 ,  by inspection of Figure 3-1. 

The resu l t  i s  then 

1 
2 

Qjt  = - + F ( O ,  a ,  P) 

Case iv b < 0,  a = 0 

By symmetry 

Case v a = 0 ,  b = 0 

F r o m  Figure 3-1, 

2 
tan c - -  -1 m y 

YdYdcp - 
Qjt  - A S -1 S e 

- tan c 0 

-1 tan c 

-tan c 
dT 

1 
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where 

ne 
2l-r 

3.2 Alternative Algorithms 

s 
5 -7P 

6 2  

2 e 

u2 -t ?f 
du 

In this section, several  a l ternat ive self -organizing algori thms a r e  

described. 

lyzed in Section 3. l .  

These  a r e  compared with the perceptron forced learning ru le  ana-  

3.2.  1 Natural  Selection 

"Natural selection'' is a modification of the forced learning 

rule which produces a decrease  of nearly an o r d e r  of magnitude in the number 

of logic units required to approach asymptotic performance ( see  Equation 4 and 

discussion of Section 3. 1). In common with the forced learning ru le ,  it may b e  

considered an  open-loop process  - that is ,  the self-organizing routine changes 

the sys tem pa rame te r s  in a manner which is not dependent on the sys tem output 

To achieve the hardware  efficiency possible with natural  

selection, the self -organizing routine is simulated on a computer.  

learning rule  is used to design a perceptron which is l a rge r  than actually needed 

to achieve acceptable performance. 

positive weights to logic units which a r e  good indicators that a positive pat tern 

is present ,  and la rge  negative weights to units which a r e  reliable indicators of 

negative pat terns .  

ification a r e  assigned weights of lesser  magnitude. 

u s e s  these values not only as a measure of the s ize  of the votes given to the 

logic units in the decision process ,  but a l so  as measu res  of the efficiency of 

these units. 

tion. 

The forced 

The forced learning rule a s  signs la rge  

Units which a r e  less reliable indicators of the pat tern c l a s s -  

The natural  selection rule  

Only the most  efficient units a r e  included in the hardware rea l iza-  

In this way, the average efficiency of the units may be  increased.  

Nati2ra.l selection has heen used in the construction of the 

Astropower Decision F i l te r .  

ciated with networks designed using natural  selection.) 

ceptron of 20 ,000  logic units was designed in the simulation. 

logic units were  included in the decision f i l t e r .  

(Note: the t e r m  "decision fi l ter" has  been  a s s o -  

In this device, a p e r -  

Four-hundred 

The selection of 2% resul ted 
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in an  average unit effectiveness in the decision f i l ter  of 7-1/2 t imes  the 

perceptron average. 

to asymptotic performance. 

selection a r e  given in the next section. 

This estimate is based on the closeness  of the approach 

Other examples of the effectiveness of natural  

Being an  open-loop process ,  natural  selection has  l i t t le 

effect on asymptotic performance. 

performance is approached. 

amenable to the forced learning perceptron approach. 

Its influence is on the r a t e  a t  which this 

It is thus suitable only for  those problems 

3.2.  2 I terative Design 

"Iterative design" may be  considered a closed-loop self - 
organization process  in that the system changes a r e  direct ly  related to the 

sys t em performance.  

performance of a forced learning perceptron is poor due to  the high inherent 

var iance ( see  Equation 4 Section 3.1). 

Such a feedback sys tem is required when the asymptotic 

The f i r s t  successful closed-loop self-organization process  

A s  with forced learning, the process  

E r r o r  correct ion is ,  however, 

.b *P 

was Rosenblatt 's e r r o r  correct ion rule. 

is nonselective and logic unit efficiency is low. 

quite successful  in coping with problems unsuitable f o r  forced  learning, but a t  

the p r i ce  of a considerably m o r e  complex self  -organizing routine. 

I terative design is  a selective closed-loop process ,  including 

in the network only such units a s  substantially contribute to system performance. 

A s  such, it produces much m o r e  efficient networks than the e r r o r  correct ion 

process .  It is descr ibed 

h e r e  in conjunction with a technique for  generating logic units using discr iminant  

analysis.  Together,  discriminant analysis and i terat ive design provide an  ex t ra -  

ordinar i ly  powerful self-organizing algorithm, as will b e  shown by some empir ica l  

resu l t s .  Since this  is the most  effective algorithm available today, it is descr ibed 

in considerable detail.  

It mus t  be accomplished in a computer simulation. 

The first-level logic units map  the signal space into a 
' 1  I G L v 6 L l l b . I v I I  ..__A --:+;--t' CT \?  Y y C I * u .  p p  T h e  secnlzc!-!evpl l ~ ? u i r  l in i t s ,  O Y  decision elements ,  p a r -  

e-- ------ 
tition the recognition space with hyperplanes. These s imple boundaries in the 

recognition space have a m o r e  complex polyhedral representation in the signal 

space.  

::: 
Rosenblatt,  F., Pr inciples  of Neurodynamics, Sparton Books, 1962. 
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A hardware limitation places basic  constraints  on the choice 

Circuit design state of the a r t  limits the accu-  of the l inear  logic unit s t ructure .  

racy  and stability of placement of the partitioning hyperplanes. 

that logic units in the first level b e  limited to subspaces of low dimensionality in 

which relatively high accuracy of hyperplane placement may be maintained. 

fur ther  requi res  that the recognition space (typically large in number of dimen- 

sions) defined by the output of the f i rs t - level  logic units widely separa te  the 

pat tern c l a s s e s  so  that minor inaccuracies in the placement of the hyperplanes 

will not b e  a major  source of e r r o r .  

This requi res  

It 

In o rde r  to maximize the separation of pat tern c l a s ses  in 

the recognition space,  the design approach under discussion selects  the f i r s t -  

layer  logic units sequentially. 

a population of possible logic units. 

ment over  existing interclass  separations. 

Each unit added to  the machine is selected f rom 

The cr i te r ion  for  selection is the improve-  

It is necessary to  specify a population of alternative sub-  

spaces  s since computational difficulties prevent the determination of the 

optimum subspace to be  partitioned by the l inear  logic unit. 

given a subspace,  discriminant analysis can be  used to determine a useful 

hyperplane within it. 

However, once 

Thus the present technique involves (1) random selection 

of a se t  of siibspaces of the sample space (random to achieve maximum or ig i -  

nality) , (2) determination of hyperplanes in these subspaces by  discriminant 

analysis ,  and ( 3 )  selection of a logic unit on the b a s i s  of the improvement in 

the separat ion of pattern c l a s ses  that it effects .  It should b e  noted that the 

design i terat ion includes s teps  (2) and ( 3 ) ,  since the addition of a logic unit 

modifies the in te rc lass  separations,  and hence the most  suitable subspace 

hyper plane s . 
The selection procedure requi res  that the separabili ty of 

the pat tern c l a s ses  be  quantized. Fur thermore ,  the quantization should b e  

intimately related to the restrictions of l inear  parti t ions.  

discussion, this is accomplished by means of a loss  function. 

In the technique under 

The technique requi res  the existence of a representat ive se t  

of classified patterns.  Let the hyperplane H be  defined by the equation 

R epo r t  1 2 9 - F 
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where x. is the output of the j- th logic unit. 

L!P, w: 0 ) .  The loss  numbers a r e  functions of the locations of the pat terns  with 

respec t  to the hyperplane and the classification of the pat terns .  The loss  a s so -  

ciated with the hyperplane H is the sum of these loss  numbers over a l l  patterns 

in the representat ive set .  

in t e r m s  of the minimum value of this l o s s  over  a l l  hyperplanes. 

Each pat tern is assigned a lo s s s  
J 

The separability of the pat tern c l a s ses  is descr ibed 

1 .*a 

Separability-'. = f 

The cu r ren t  design technique selects for  inclusion in the network that logic unit 

which provides the grea tes t  increase in  the separabili ty - that is, which provides 

the grea tes t  decrease  in the minimum loss .  

Many forms of the lo s s  function a r e  possible - polynomial, 

l inears  integral ,  exponential, and combinations. In the examples of Tables 3-4 

through 3 - 7  (given l a t e r  in this section) an  exponential form of the lo s s  function 

was utilized. 

Then the loss  

The loss  thus 

As before 
c 

1 If the i-th pat tern is in the positive c l a s s  
6 i  = 1-1 If the i - th  pat tern is in the negative c l a s s  

function used had the form 

- 6 .  
1 

L(Pi ,w,  0) = e (E w.x.(i)  - 8) 
j J J  

depends exponentially on the distance of the point represent ing 

P in the recognition space f rom the separat ing hyperplane (for a given length 

of the defining weight vector w). 
i 

This particular f o r m  of the loss  function provides an 

exponential r a t e  of change of the loss number a s  the distance of the pattern 

f r o m  the hyperplane changes. This ensures  that the greatest  emphasis will be  

F o r  some forms of the lo s s  function L(Pj ,  w, 8) (for example, the exponential 
form),  the existence of a hyperplane which separa tes  the sample pat terns  
perfect iy  impiies ( i j  Separability = f i O j ,  ( Z j  the correspoiidiiig hypei-plzne is 
not unique, and (3) there  is no vector wo such that 

C L(Pi ,wo,  9) = inf C L(P i ,w ,  0 ) .  
i w,0 i 

A normalization on the length of w is suggested. 
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placed on the most  poorly separated patterns.  
mend it computationally, however, as i t  makes exact determination of the weights 

impract ical  e 

The function has  l i t t le to r ecom-  

In the examples, an  approximation of the optimizing vector  

(1) a relatively was utilized. 

accurate  approximation to the optimum weight vector is determined for  the space 

defined by the logic units a l ready selected, and (2)  each space c rea ted  by the 

addition of a prospective logic unit to this space has  a hyperplane defined by 

simple modification of the original hyperplane. 

The approximation is  accomplished in two par t s :  

The augmentatim of the space introduces a new dimension, 

and the association of a weight and threshold to this dimension produces n t l '  X 

the augmented hyperplane 

n 
c W.X. t w - - 8 +  n t l  X n t l  j=1 J J 

-- and he n t l  n t  1 are chosen to optimize the separabiii ty function i n e  vaiues or' w 

n 

This optimization may be readily accomplished. 

To produce the higher o r d e r  approximation a f te r  the 

selection of a logic unit, the same  basic procedure is applied i teratively to 

the existing coordinates of the recognition space,  modifying the hyperplane by 

optimizing with respect  to the weight for  each coordinate. 

given, this cycle was repeated four t imes  whenever a new coordinate was added 

to the recognition space.  

In the examples 

:;: 
Discriminant analysis is a multivariate s ta t is t ical  tech-  

F o r  classification problems nique applicable to cer ta in  taxonomic problems. 

which meet  the underlying assumptions, the technique provides an  optimum 

d p c i s i ~ f i  r i ~ l p  fgr a g g j a n i n u  nhqprVed ~ . ~ e c t ~ r g ,  ~y patternsi  to one of .spvpr;11 o-----o - - - - - 
clas  s e  s . 

:;: 
See, for  example, C. R. Rao, Advanced Statist ical  Methods in Biometr ic  
Research ,  John Wiley & Sons, Inc., New York, 1952. 
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The assumptions bas ic  to discr iminant  analysis  a r e  as 

fo!lows : 

a.  The observation P is a vector  chance var iable .  

It is drawn f rom one of s eve ra l  multivariate 

normal  distributions , depending only on i ts  class 

members  hip. 

b. These distributions differ only in their  (unknown) 

mean vectors.  

is common to a l l  of the distributions.  

An (unknown) covariance matrix 

c. The decision c r i t e r i a  a r e  to be  based on sample 

vec tors  drawn randomly f rom each of the distributions. 

A major  resul t  of the analysis  is a se t  of l inear  d i sc r imi -  

nant functions for the pat tern vector,  one for  each pat tern c lass .  

assigned to a pat tern by these functions a r e  called L-scores .  
---In - e - ; m n =  thn nDttnrn t~ the Fa t te rn  ~ 1 a . s -  corresponding to the highest L-score .  

F o r  the specific case  of two pattern c l a s ses ,  the decision c r i te r ion  reduces to a 

single separating hyperplane. 

The values 

The decision 

E------ -- .L U I C  uYv'6"" " A * _  

F o r  the design problem under discussion, the classif ica-  

tions required of the decision elements a r e  dichotomous, even when m o r e  than 

two pat tern c l a s ses  a r e  involved. Therefore,  this technique is suggested for 

the establishment of hyperplanes within the randomly selected property f i l ter  

subspaces.  

The assumptions underlying appropriate use  of the d is -  

cr iminant  analysis technique generally a r e  too seve re  to b e  me t  in most  pattern 

recognition problems. 

is indicated. 

many cases  where the assumptions a r e  only approximately met. Secondly, it  

s e e m s  unlikely that the hyperplanes generated by this technique would not, in 

general ,  be of grea te r  utility than randomly placed hyperplanes. And finally, 

Notwithstanding, there  a r e  seve ra l  reasons  why i ts  use  

First, the technique is quite robust,  and provides good resu l t s  in 

1 1 -  - 1 --e: _ _ _  --- - - -  _--__. LLlt: S e l c L L I u I l  I J L U L C D S  yr"";des a rr,eaxls f c r  r e m m  .ing anc?maln1L-.s cases. 

In determining the property f i l ter  hyperplanes for  the 

examples  presented in Tables  3-4 through 3 - 7 ,  the sample pat terns  were  

weighted. Each  pat tern was given a weight proportional to the cu r ren t  loss  
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assigned to it by the los s  function. 
inclusinn i ~ ?  the network, the weights vvere revised and new property f i l ter  

hyperplanes w e r e  generated. The population of logic units was thus kept 

responsive to the varying requirements of the growing decision network. 

Each time a logic unit was  selected for  

The validity of the i terat ive design technique has  been 

tes ted by comparison of designs which it achieves with forced learning per  - 
ceptrons and natural  selection decision f i l t e rs  designed f rom the s a m e  unit 

populations for  the same pat tern recognition problems. 

A se t  of 80 hand-printed le t te rs  was generated (consisting 

of 20 S ' s ,  HIS, A ' s ,  and N ' s ) ,  and the activity of each of 50 randomly chosen 

logic units for  each pat tern was determined. The logic units were  chosen to 

have four excitatory and two inhibitory inputs, each selected with uniform 

probability f rom a 35 -element rectangular input space.  

determined under the rule  that the unit was considered active i f  the number of 

active excitatory inputs exceeded the number of inhibitory inputs by two or  more .  

An input was considered active fo r  a pat tern if  any par t  of the pat tern feii  on tne 

square  corresponding to that input. 

The activit ies were  

F o r  the perceptrons,  the decision f i l t e rs ,  and the networks 

designed utilizing only the basic  iterative process  and a single -stage approxi- 

mation of the optimal hyperplane, the computations w e r e  performed manually. 

The srr;a?l problem size was necessitated by  the amount of manual processing 

required,  but was deemed sufficient to  allow comparison of the design tech- 

niques. The extended i teratave technique, involving the use  of discr iminant  

analysis  to specify logic units and a two-stage i terative process  to approximate 

the decision hyperplane, required an amount of calculating la rge  enough that a 

digital computer was considered necessary even for the small problem. 

The s implest  problem chosen was the discrimination of S ' s  

f rom HIS. 

be t t e r  design than the other alternatives,  even when alternative networks con- 

tained m o r e  logic units. 

Table 3-4 indicates that the i terat ive design technique produced a 

Table 3-5 shows the comparative efficiency of the experi-  

mental  networks for th ree  problems of differentiating pa i r s  of le t te rs .  Table 

3-6 gives the e r r o r  r a t e s  of designs f o r  these three problems achieved by the 

discr iminant  analysis i terative technique af ter  the selection of each additional 

Rep0 rt 1 2 9 - F 3-24 



logic unit to the network. 

classes of patterns through the use  of two classification units are shown in 

Table 3 - 7 .  

The results of network design to separa te  the four 

3 . 2 .  3 Iterative Design for  Sequential Computers 

The design techniques discussed up to this  point a r e  specif-  

ically suited to paral le l  logic devices. 

expedient to use  a digital computer for pat tern recognition in difficult problems 

(ones requiring many logic units), the design algorithms should b e  tailored to 

the special  features  of sequential operation. 

When conditions a r e  such that it is 

The p r imary  simplification which a r i s e s  may be  understood 

by reference to the i terat ive design technique. 

operation of a logic unit in this mode is considered to divide the ordered  se t  of 

sample pat terns  into two subsets:  one corresponding to points on the positive 

side of the hyperplane defined by the logic unit, and one to points on the negative 

side. 

s e t s  so that the order ing of the resultant se t  is m o r e  easi ly  separable  into 

predetermined c lasses .  

It will be  remembered  that 

The i terative technique is primarily a method of recombining these sub- 

In sequential operation it is neither necessary  nor 

normally desirable  to recombine these subsets .  

p rogram of a pattern recognition program has placed a pat tern as occurr ing in 

a par t icular  region of the pat tern space, the next subprogram should be  one 

When operation of one sub- 

a-uited io discriiIiiiiatioii iii tIiib reg;on. Thus operatior* of a sequeiitia? patterri 

recognition program deals  primarily with the selections of finely tailored sub - 
programs on the bas i s  of increasingly accurate  es t imates  of the location of 

pat terns  under investigation. 

been specified finely enough that all  pat terns  in the defined cel l  a r e  homogeneous 

in classification. 

The process  te rmina tes  when the location has  

F r o m  the aspect of the logic designer ,  the design of any 

subprogram reduces to the specification of a parti t ion on the input space which 

maximally separa tes  the subset of patterns which a r e  expected to r e fe r  to that 

subprogram. Thus,  as shown in Figure 3 - 3 ,  i f  the f i r s t  subprogram divides 

the space into two regions,  then subprogram 2 partitions the s a m e  space to 

separa te  the se t  of positive classified pat terns ,  while subprogram 3 is based 

only on the negatively classified patterns. The outputs of subprogram 2 resu l t  
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6 

6 

10 

TABLE 3-4 

18 

13 

19 

DiS2RiiviiNATiON OF S ' s  AND H's 

Type of Network 

50-Unit Percept ron  

10-Unit Decision F i l t e r  
(Difference Weights) 

5 -Unit Decision F i l te r  
(Difference Weights) 

10-Unit Decision F i l t e r  
(Logarithmic Weights) 

5 -Unit Decision F i l t e r  
(Logarithmic Weights) 

5 -Unit, Iteratively Designed 
Network 

No. of E r r o r s  

1 

1 

2 

1 

2 

None 

TABLE 3-5 

DISCRIMINATION O F  PAIRS O F  PATTERNS 

I 

Type of Network t- 
50-Unit Percept ron  

8 -Unit Decision F i l te r  
(Difference Weights) 

8-Unit Decision F i l te r  
(Logarithmic Weights) 

8 -Unit, Iteratively 
Designed Network 

1 -Unit Machine (Dis - 
cr iminant  Analysis 
prcpp_rt)r Filter) 

Rep0 rt 1 2 9 - F 

No. of E r r o r s  
S&N v s  H&A I Total S&A v s  H&N 

I 
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TABLE 3-6 

No. of Units in Network 

1 

2 

3 

4 

I 
1 
I 

No. of E r r o r s  
S&H vs A&N S&A vs H&N 'S&N vs H&A ' 

4 5 10 

4 2 6 
1 0 2 

0 0 0 

DISCRIMINATION O F  PAIRS O F  PATTERNS 
ITERATIVE DESIGN USING DISCRIMINANT ANALYSIS 

Clas s if ication 

S&H v s  A&N 

Clas s ific ation 

S&N vs  H&A 
Unit 1 Unit 2 Network 

TABLE 3-7 

I 

DISCRIMINATION O F  S v s  H vs  A vs N 

I 

Type of Network 

50 -Unit Percept ron  

8 -Unit Decision F i l te r  
(Difference Weights) 

8-Unit Decision F i l te r  
(Logarithmic Weights) 

8 -Unit, Iteratively 
Designed Network 

8 -Unit Discriminate 
Analys is It e rative 
Design 

12 I 3 I l 4  

3 
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Subprogram 5 Subprogram 4 

Figure  3 - 3 .  Operations Typical of Consecutive Subprograms 
in Sequential Pattern Recognition 
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ei ther  in  the identification of the pattern a s  positive o r  in the selection of 

sl~bprograrr? 4, which resolves  the remaining uncertainty. Similar ly ,  sub- 

program 3 either c lass i f ies  the pattern o r  cal ls  fur ther  subprograms designed 

to reduce the remaining uncertainty. 

Succeeding reductions in the s ize  and diversity of the sets 

of pat terns  to be  classified implies that succeeding subprograms will tend to be 

m o r e  accurate .  

for  each subprogram remains.  

ignorance. 

regions a r e  too complex to lend themselves to l inear  separation. 

complex separations with clear ly  defined design algori thms a r e  polygonal dis  - 
cr iminants  (par t icular ly  useful a r e  the polygonal discr iminant  surfaces  defined 

by the i terat ive design technique). 

for  subprogram logic is a variation of the i terat ive design technique. 

The basic  problem of how and what kind of parti t ion to design 

The solution at this point is a confession of 

Difficult problems a r e  those in which the shapes of pattern class 

The only m o r e  

Therefore ,  the suggested design approach 

A variation on the basic  technique is suggested pr imar i ly  

because i terative design is based  primarily on a binary response unit. 

approach is not optimal for  computer -based operation because it r e s t r i c t s  the 

number of subprogram r e f e r r a l s  available a s  outputs, and in so  doing d iscards  

much of the information obtained by the subprogram. This is par t icular ly  

important in the ear ly  par t s  of the problem, where  relatively small numbers  of 

f i r s t - layer  decisions will  be unable to effect much unscrambling of pat terns  of 

different classifications. 

paratively l i t t le information on pattern classifications,  while multiple thresholds 

may v e r y  greatly reduce problem complexity. It should be noted that the p r e -  

cision available in digital computer calculations reduces the var iance expected 

in location of thresholds and patterns with respec t  to thresholds ,  thereby reduc-  

ing the p r imary  bas is  for objection to multiple thresholding. 

This 

A single threshold in such cases  will produce com- 

Multiple threholding of a single response unit is clear ly  not 

a final answer.  

applied to  such a scheme to determine c r i t e r i a  for  useful placement of these 

While considerations of information theory can  probably be  

t h resho lds ,  thz criteria f=r d e s i p  ef this rp,spcnse xrectnr is nnt  nn t imi im 
I - ---- ----- 

multiple separations.  

of i terat ive design techniques for  the selection of a small t ransformation space 

of high separabili ty,  followed by use of c luster  analysis  and canonical reduction 

One immediately appealing approach would b e  the use  
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techniques to achieve very  high separation in multiple output logic. 

of s w h  approaches, of cnurse i  m-ust be verified by experimental  evidence before 

any r ea l  import  is attached to  them. 

The utility 

To res ta te  the foregoing arguments ,  proper u se  of a digital 

computer for  pat tern recognition requires that its sequential nature b e  taken into 

consideration. 

operations on the information it has obtained, discarding as l i t t le as possible. 

This can b e  expected to require  the design of m o r e  logic than would be neces-  

s a r y  for a paral le l  machine, but to  require  fewer operations per  final decision 

(adding inexpensive tape memory  to reduce expensive machine t ime).  

Therefore  the system under consideration bases  its choice of 

The individual subprograms to be designed should have 

multiple outputs, which a r e  used to identify patterns as belonging to par t icular  

subclasses .  

polygonal sur faces  , which a r e  particularly suited for  discrimination of the 

subclass  of pat terns  which select  the subprogram. 

The subprograms do this by partitioning the input space with 

While this decision scheme is recognized as not being 

optimal in any sense,  it  is offered as an easi ly  defined mechanism,  super ior  

to l inear  discr iminants  for  difficult problems,  and almost  certainly super ior  

to d i rec t  simulation of paral le l  logic for  computer operation. 
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4.0 OPTICAL CORRELATION MEASUREMENTS 

4. 1 Introduction 

In this section the optical correlat ion measurements  are 

discussed in detail. 

of the photographic raw mater ia l .  

of the sl ides suited for  insertion in the optical cor re la tor .  

design which specified the sequence of the measurements ,  is discussed in 

4 .4 .  The design, testing, and calibration of the optical co r re l a to r ,  as 

well  a s  the measurement  routine,  a r e  descr ibed in 4 .5 .  

Paragraph  4.2 descr ibes  the procurement  and  selection 

Paragraph  4 .3  d iscusses  the preparat ion 

The logbook 

4 . 2  Procurement  of Duplicates of TIROS 35mm Film 

The video signal transmitted f rom TIROS satell i tes during 

their  radio contact with the ground station is displayed on a cathode r a y  

tube. 

scope display. 

A 35mm camera  takes photographic negative s of each individual 

The film ro l l s  a r e  sent to the National Weather Record 

Center ji"u"v';RCj iii A s b i l k ,  N. C., fcjr storage ~ i i d  production ~f s e c ~ n i  

generation copies for  interested parties.  

Astropower,  working on a n  in-house study program,  had 

obtained 12 ro l l s  of TIROS I photographs f rom NWRC previous to sub- 

mission of the Cloud Pa t te rn  Interpretation proposal t o  NASA Headquarter s. 

A close inspection of all these photographs revealed that not enough distinct 

vortex pat terns  were  available on these 12 rol ls .  In anticipation of the 

contract  award and wary of delays,  Astropower had ordered 20 ro l l s  of 

TIROS 111 film as ea r ly  as September 5 ,  1962. Up to  May 23, 1963, only 

two passes  (each rol l  contains a large s e r i e s  of pas ses )  had been received 

f rom NWRC. However, with the cooperation of Mr .  H. Lowell of NASA 

Headquarters  and Mr. H. Oseroff of Goddard Space Flight Center ,  m o r e  

than 1200 photos f rom TXROS V and TIROS V I  were  obtained. 

did these negatives show a grea te r  percentage of s torm formations,  but 

in addition they were  of superior  quality, being first-generation copies 

sent to  Astropower direct ly  f rom the TIROS station manager on Wallops 

Island. 

sively for  this task.  A second bulk of film ro l l s ,  received f rom Wallops 

Island in July 1963, could not be incorporated because the program was 

too far advanced. 

Not only 

These TIROS V and TIROS VI.-photos have been considered exclu- 
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The preselection was achieved as follows. The weather maps  
:g 

contained in the TIROS catalogs 

signs had been inser ted in the maps by the meteorologist  who interpreted the 

cloud photographs. 

during which the pictures  associated with the map had been taken. 

numbers  of the pas ses  encountering vor t ices  were  recorded and ordered.  

Only a par t  of the o rde r  was received by Astropower. 

received all photographs taken during these pas ses  were  inspected. 

photos that appeared to show the familiar vortex pattern were  selected.  

each photo showing a vortex,  a second was selected showing no obvious 

s torm formation. 

were  taken to the consulting meteorologist, Professor  M. Neiburger of 

U. C. L. A. for  inspection, and all  photos that could not c lear ly  be c l a s s i -  

fied as vortex o r  nonvortex were  isolated. 

were screened fo r  signs of vor t ices .  These 

The map a l s o  contained information on the pas s  number 

The 

Of the film ro l l s  

All  

F o r  

A total of 260 photos was obtained in this  fashion. These 

A las t  selection was made considering the area of ea r th  

cuverage w-itliiu the photo. 

could show, in general ,  more  horizon in a cer ta in  picture a r e a  than would 

nonvortex photos, o r  vice-versa .  

tation of the classification clues.  Since the intent was to discr iminate  

between s torm and no-s torm,  i t  was decided to exclude horizon a r e a s  by  

selecting only a round disc within each rectangular negative. 

in the additional benefit that one picture of a pair  could be rotated with 

respec t  to the other without changing the overlap a r e a ,  thus allowing addi- 

tional correlation measurements  with little added effort. 

a list of the negatives in the vortex c lass .  

numbers  given to the particular negatives for easy  identification during the 

optical correlat ion work. Since the same vortex pattern is often seen f rom 

different angles ,  there  often appears a sequence of photographs in the same 

row. 

It is c ~ i i ~ e i \ - ~ . b k  that the S . C ? C C ~ C ~  T ~ F G ~ ~ C X  p h ~ t ~ s  

This  would lead to an incor rec t  in te rpre-  

This resul ted 

Table 4-1 gives 

The f i r s t  column signifies the 

The second column contains the readout pas s  number;  the third column 

::< 
i .  
2 .  
3 .  
4. 
All  produced by the National Weather Satellite Center ,  Washington, D. C. 

Cataiog of TiROS V Cioud Photography for  june 1962.  
Catalog of TIROS V Cloud Photography for  July 1962. 
Catalog of TIROS V Cloud Photography for  Aug 1962. 
Catalog bf TIROS V-VI Cloud Photography for Sept 1962. 
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contains the pas s  number during which the vidicon camera  took the picture.  

A "D" in the n e x t  colurnr, signifies direct  t ransr r i ss izn ,  i. e .  , the cleuc! 

scene was t ransmit ted during the observation, while !ITt1 signifies that the 

picture was s tored on tape before  transmission. 

contain the date of observation and the geographical location of the vor tex  

pattern.  

camera  system and were  received, displayed, and photographed a t  the 

TIROS Command and Data Acquisition Station on Wallops Island. 

The following columns 

All  pictures  were  taken with the TIROS V or  TIROS V I  wide angle 

4 . 3  Preparat ion of Slides 

It was necessary  that the selected 35mm cloud cover negatives 

The rotatable slide be  converted to sl ides usable on the optical cor re la tor .  

holders  contained in the cor re la tor  setup were  designed to hold a d isc  of 

55mm outside diameter .  To obtain the necessary  mechanical rigidity, the 

slide f r a m e s  were  fabricated from 13-gauge hard  aluminum (QQA661 T6). 

An inner  diameter  of 1 in. was chosen for  the t ransparency a r e a .  

were  manufactured to f2/ 1000-in. tolerances.  

tumble-burred and anodized. 

serving a s  a reference m a r k  for  insertion into the optical holder ,  and a 

semic i rcu lar  notch to define the rotation in a jig that was used during the 

photographic processing. 

The f r a m e s  

After punching they were  

Two marks  were  put on the f r a m e s ;  a hairl ine 

A total of 400 f r a m e s  was  procured. 

A s  descr ibed in Section 3 .  1 .4 ,  an identical pa i r  of s l ides  for  

each picture was required to find its mean g ray  level and i t s  g ray  level 

var iance.  

was bonded to the f r ames .  

one a t  a time in a jig mounted on the en larger  base .  

were  exposed in sequence to the enlarged image 

negative. 

:k 
To obtain identical pairs , unexposed photographic ma te r i a l  

After overnight drying, the f r a m e s  were  inser ted  

Then three f r a m e s  

of the original 35mm 
::: ::: 

.I, ., .b .,. .,c .p 

Since exposure time , brightness ,  development time , and 

::: 
Eastman Kodak Commercial  Film with E s t a r  Base 

:k:k An enlargement factor of 1.54 was chosen. In this way no horizon 
appea r s  on the sl ides.  

:W::c The photographic processing was accomplished under a subcontract 
with Dean Hesketh Photographical Laboratory in Anaheim , Calif. 
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TABLE 4-1 

LIST O F  V O R T E X  NEGATIVES SELECTED FOR 
OPTICAL CORRELATION M E A S U R E M E N T S  

Vumber 

1 through 6 

7 

8 

9 through 12 

13 through 15 

i 6  through 20 

2 1  through 24 

25 and  26 

?7 through 31 

32 and  33 

54 thi=ough 36 

37 and 38 

39 through43 

$4 through 49 

50 

?ass of 
&e adout 

1053 

1151 

6 84 

670 

1147 

i i 3 3  

1010 

1204 

598 

1137 

8 87 

9 54 

145 

921 

598 

?ass of 
?ic tur e 
Taking 

1053 

1151 

683 

669 

1146 

i i 3 2  

1010 

1204 

597 

1137 

887 

9 53 

144 

920 

597 

Xrect  
o r  

Tape 

T 

D 

T 

T 

T 

'I' 

T 

D 

T 

D 

T 

T 

T 

T 

rIROS 
No. 

V 

V 

- 

V 

V 

V 

V 

V 

V 

V 

V 

T r  

V 

V I  

V 

V 

Date 

31 Aug '62 

7 Sept '62 

6 A u g  '62 

5 Aug '62 

7 Sept '62 

6 Sept ' 6 2  

28 Aug '62 

11 Sept '62 

31 July '62 

6 Sept '52 

1 A A . - -  
1-x n u g  '62 

25 Aug '62 

28 Sept '62 

22Aug '62 

31 July '62 

Location af Vortex 

19.8 N 134.6 E 

either 2 4 .  5 N 
73.5W or 
38.5 N 57.5 W 

3 9 s  1 3 5 E  

34.5 S 130.5 E 

38.5 N 57.5 W 

6 i .  5 N i i . 5  E 

44 N 160 E 

48 N 79.5 W 

52 S 142 E 

52 N 77 W 

44.5 N 62.5 7:: 

either,%20. 5 N 
131 E o r  
29.5 N 136 E 

45 N 32 E 

56 N 34 W 

52 S 142 E 
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developer liquid were held as nearly constant as possible,  i t  was  hoped to 

obtain a t  least one identical pair  cut cf every triplet .  Unfortunately, the 

var ia t ions in the photographic mater ia l  and those due to tolerances in the 

mentioned pa rame te r s  were  la rge  enough to  cause var ia t ions in the meas- 

urable t ransparency of the sl ides.  

feasible to attempt to achieve higher precision in the photographic processing 

technique. Therefore ,  the "identical pair"  c r i te r ion  was established rea l i s  - 
tically by specifying that the two slides of a pair  should not differ by more  

than 5'7'0 in their  measured  transparency. Seven hundred s l ides  were  pro-  

duced in four s e t s  with three to seven slides per  f r ame  to achieve the r e -  

quired 100 identical pa i r s .  These 100 pa i r s  then formed the imagery for  

the optical correlation measurements .  

It was not considered economically 

4 . 4  Logbook De sign for Optical Measurements  

With 50 slide pa i r s  of the vortex c l a s s  and 50 slide p a i r s  of 

the nonvortex c l a s s  yielded by the photographic processing,  there  existed 

a combination of 5000 picture  pa i r s  that could be cor re la ted  against  each 

other.  Since the rotation of a slide in the image plane resu l t s  in another 

pat tern with respect  to the envisioned recognition sys tem,  the number of 

possible pattern combinations could be increased indefinitely. 

the t ime required to  accomplish a single measurement  on the optical 

co r re l a to r  and considering the time and money allotted to the p rogram,  it 

was  decided that a total  of approximately 1 0 , 0 0 0  measurements  would be 

made. These measurements  would provide a reasonable es t imate  of the 

overlap a r e a s  between the pattern classes  as required for  the mathematical  

analysis  of Section 3 .  0. 

Estimating 

The following types and numbers  of measurements  were  

required:  

a. Transparency of each individual slide. This measu re -  

ment  was taken on a total of 700 s l ides .  

these sl ides were selected for  the succeeding measu re -  

ments .  

Only 200 of 

b. Transparency of an exactly aligned identical pair .  The 

100 pairs produced 100 measurements  of this type. 
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After these measurements  were  per formed,  only one 

slide of each pair was used fc;r fur ther  ~ e a s u r e m e n t s .  

c .  It was  decided that each negative should be cor re la ted  

to 16 other negatives of i t s  own c l a s s  and 16 of the op- 

posite class, thus result ing in 1600 pa i r s .  Each  pa i r  

was to be measured for  six different rotations relative 

to each other ,  yielding 9600 measurements .  

tion of a slide was readily achieved on the optical setup, 

yielding a convenient method for  obtaining additional 

data points with little effort ,  

The rota-  

A total  of 10,400 measurements  was therefore  required.  A 

logbook was  designed which enumerated the individual picture p a i r s  to be 

cor re la ted .  The vor tex  negatives were numbered 1 to 50, the nonvortex 

negatives 51 to 100. A 100 x 100 square ma t r ix  was then plotted (see 

F igu res  4-1 and 4-2), and individual squares  were  marked ,  

the crossing of column m with row n indicates that negatives m and n fo rm 

one of the picture pa i r s  to  be correlated.  The design was  s ta r ted  with the 

upper left quar te r  (established by the overlap of the first 50 rows with the 

f i r s t  50 columns),  which signifies vortex-vortex correlat ions.  

cluding the diagonal f r o m  1-1 to 50-50, m a r k s  were  inser ted  at random, 

start ing a t  the upper left co rne r ,  with the restr ic t ions that each column 

and each  row should contain 16 marks ,  and that the resulting pat tern 

should be symmetr ica l  about the diagonal. 

to the lower two q u a r t e r s  using the pattern a l ready  established in the 

f irst  quar te r  and reshuffling numbers at random, 

A m a r k  at 

After ex- 

The same procedure was  applied 

Portion B (Figure 4-1) consis ts  of nonvortex-nonvortex 

cor re la t ions ,  while portion C indicates vortex-nonvortex correlat ions.  

(Only portion A is shown in detail  in F igure  4-2). 

a s s u r e d  a good spread  of picture combinations. 

The result ing design 

F r o m  the detailed charts A,  B ,  and C ,  the actual  logbook was  

compiled for the 9600 measurements discussed under (c) above. 

book has the following format:  

The log- 
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Figure 4-1. Organization of the 100 Y 100 Matr ix  Used for  
the Logbook Design (The shaded area is  the 
m i r r o r  image of the clear  a r e a .  ) 
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Oo 60° 120' 180' 240' 300° No. X Y 

This layout was chosen so the data could be t ransfer red  direct ly  onto IBM 

c a r d s  by the key punch operator.  

4.  5 Optical Correlator  and Optical Measurements  
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4. 5. 1 Description of Equipment 

4 .5 .1 .1  Functional Description 

A system schematic of the optical co r re l a to r  

is shown in Figure 4-3. 

equipment as used in making the slide measurements .  

beam i s  generated in the smal l  black enclosure mounted on the left end of 

the optical bench. 

f ront  of the source enclosure and passes  through a collimating lens.  The 

coll imated beam then passes  through the t ranspariencies  mounted in slide 

holders  1 and 2 respectively. 

coll imated beam is decollimated and focused upon the photo detector .  

output of the photo detector is monitored by  a n  oscilloscope and measured  

by a tunable microvol tmeter .  

proportional to the transmittance of s l ides  inser ted into the holders.  

F igures  4-4 and 4-5 give an  overal l  view of the 

The modulated light 

The diverging beam emerges  f rom an  ape r tu re  in the 

After passing through the slide holders ,  the 

The 

The reading of the microvol tmeter  i s  direct ly  

4.5.  1 .2  Modulated Light Source 

A view of the light source with cover removed 

is shown in Figure 4-6. The 6v, wound fi lament,  prefocused lamp is e n e r -  

gized by  a high stability, regulated d i rec t  cu r ren t  power supply. 

The light f rom the lamp follows two paths. 
A mirrnr  is pnsitinned- over the lamp to reflect  light through openings in  

the two front panels into an externally mounted photo detector housing. 

beam is positioned so that the chopper wheel modulates the beam before i t  

s t r i kes  the lead sulfide photo detector. The output of the photo detector is 

The 

4-7 
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measured  by a tunable microvoltmeter and monitored by an  oscilloscope ~ 

Thus the lamp intensity and the chopper wheel speed are continuously moni- 

tored. 

through a belt  and pulley arrangement ,  and provides a v e r y  stable modulating 

frequency af te r  the stabilization of a smal l ,  p re l imina ry ,  thermally-induced 

drift .  

The chopper wheel is driven by a hys te res i s  synchronous motor  

The chopper wheel configuration is shown in F igure  4-7. 

The p r imary  beam f rom the lamp p a s s e s  

through a condensing lens ,  then a sheet of diffusing ma te r i a l ,  and finally 

a 0. 1 m m  aper ture  in the image plane of the condenser.  

f rom the aper ture  is the rotating chopper wheel, which modulates the beam 

af te r  i t  pas ses  through the aperture .  

Two mi l l imeters  

4.5. 1 .3  Optical Bench and Components 

The modulated beam passes  through the exit  

ape r tu re  in the front of the source enclosure and illuminates the collimating 

l ens .  

Figure  4-3, and a description of the lenses  may be found in the  equipment 

l i s t  (4. 5. 1.6) .  Al l  optical components are centered on the optical axis 

defined by the center of the source aper ture  and paral le l  to the ways of the 

optical bench. The fi lm sl ides  a r e  mounted s o  that the cen te r s  of the fi lm 

portions that a r e  to be measured  remain on the optical axis  i f  the slide is  

rotated. 
so they can be poaitioiied accurately in the h o l d e r s .  

of the sl ides mounted in the holders so that the light beam passes  through 

both slides.  

slide holde r . 

A sketch of the a r rangement  of the optical components is shown in 

The s l ides  a r e  supplied with an index m a r k  on the aluminum disc  
Fjnllre 6--- 4-8 shows two 

The hand of the operator is seen rotating the stage of the f i r s t  

The coll imated beam,  a f te r  passing through 

the f i lms  in the two slide holders ,  is  focused on the detector by the decol- 

limating lens.  

4.5. 1.4 Detector 

The beam first  pas ses  through a f i l ter  before 

illuminating the detector.  

light and spurious radiation that would affect  the sensitivity of the detector ,  

The filter has  two functions: to reduce s t r ay  
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Figure 4 -7 .  Chopper Wheel Conf igura t ion  
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and to  l imit  the radiation falling on the detector to the band which was chosen 

for optimum operating character is t ics  of the system. The detector is a lead 

sulfide photoconductor with a 0.06 x 0. 06 in .  sensitive a r e a .  

a r e a  has been covered with a 0.05 x 0.05  x 0.002 in. Teflon chip for  use as 

a diffuser.  

polystyrene rod and is provided with a slip-on hood containing the f i l ter .  

sketch of the a r rangement  is shown in Figure 4-9. 

but operates  in a controlled environment of 69OF f3OF and relative humidity 

of 5570 287'0,. The 5v  detector b ias  is supplied by a high impedance adjustable 

b ias  supply with provisions for  continuous monitoring of the b ias  voltage and 

cu r ren t  . 

The sensitive 

The detector is  attached by polystyrene cement to a 5 /8  in. 

A 

The detector i s  not cooled, 

4. 5. 1. 5 Amplifier and Meter  

The detector output is connected to a tunable 

microvol tmeter  with a low noise preamplifier input. 

is  adjusted to the chopper frequency of 240 cps  and a bandwidth of 9 .6  cps ,  

The voltage measured  by  the microvoltmeter is displayed on the upper 

channel of a dual beam oscilloscope; the t r ace  of the monitoring channel is 

displayed on the lower beam so  that the co r rec t  frequency relationship is 

readily ascer ta ined.  The indicated me te r  range of the microvol tmeter  is 

1 pv to  10,000 pv but may be readily expanded by adjusting the fine gain 

control  and using a scaling factor determined by calibrating the new read-  

ings. By this technique an effective l inear  range of 150 to  500, 000 pv was 

achieved. 

The microvol tmeter  

4 .5 .1 .6  Monitoring Channel 

The detector used in the monitoring channel is 

a lead sulfide photo detector identical to that used in the main data channel. 

It is mounted externally in a machined aluminum housing on the front of the 

source housing, as shown in Figures 4-4 and 4-10. Bias  is supplied to the 

detector  by  a fixed 6v  bat tery supply. 

a wave ana lyzer ,  which is basically a tunable microvol tmeter .  

analyzer  was tuned to the 240 cps modulating frequency, and the source out- 

put was  monitored by both the wave analyzer me te r  and by a n  oscilloscope 

connected to the output of the wave analyzer.  

expanded vertically and displayed so that a change in signal amplitude of 2 

p a r t s  pe r  1000 could easi ly  be detected. 

The detector output is connected to 

The wave 

The monitoring signal was 
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4 .  5. 1 .7  Equipment Lis t  

The following equipment was incorporated in  

the optical cor re la tor  : 

Optical Bench - Gaertner 160 cm Model L360N optical m e a s -  

urements system 

Detectors - IR Industries photo detector ;  Lead sulfide, Type 
SA4; Substrate, 0.250 x 0.150 in. ; sensitive a r e a ,  

0.06 x . 0 6  in. 

Optical Components 

Lamp - 6v prefocused 

Condenser lens - 1 in. d iameter ,  28 m m  focal length; 

Kellner eyepiece* coated 

Chopper wheel dr ive motor  - Globe Industries 75A 119-2, 

hys t e re s i s ,  11 5 vac  - single - 
phase,  60 cycle ,  synchronous 

speed,  1200 rpm 

Elect  r onic Equipment 

Measurement channel bias - iR Industries Modei ISL 502 

b ias  supply 

Microvoltmeter - IR Industries Model 600 tunable m i c r o -  

vol tmeter  with IR Industries Model ISL 
6001 low noise ,  plug-in preamplifier 

unit 

Monitoring channel microvol tmeter  - Hewlett Packard 

Model 302A wave analyzer  oscilloscoep 

Oscilloscope - Tektronix Type 502 dual beam 

Ca lib ration Equipment 

Hewlett Packard Model 200AB audio oscil lator 
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4 .5 .2  Difficulties Encountered in Meeting the System Require-  
ments  

It was  necessary that the system meet  cer ta in  requi re -  

ments  to insure obtaining valid data suitable for  computer analysis .  

requirements  we r e  : 

These 

a.  That the light passing through the two slides be collimated 

and have uniform f l u x  density 

b .  That the system be l inear  over the range of measurements  

made;  i . e . ,  given a par t icular  increase in the light t r ans -  

mitted by the slides, a proportional increase in the m e t e r  

reading should result  

c .  That the output of the detector be constant for  all rotational 

positions of any single sl ide,  all other pa rame te r s  to be held 

c cr: s tant 

d. That the output of the source be constant both in intensity 

level and in modulation frequency 

All  of the above requirements  were me t  a f te r  considerable developmental 

work. 

constant flux density. 

strips various filament configurations and severa l  diffuser ma te r i a l s ,  a 

uniform flux density was obtained. A sma l l  sheet of 2-mil textured vinyl 

plast ic  was  mounted a t  the aperture  in the source housing. 

the relative flux densit ies of the collimated beam as  finally achieved. The 

values are presented a s  measured at  the s t a r t  and a t  the completion of the 

optical correlat ion program. Figure 4-12 shows the flux density locations 

with respec t  to  the optical bench setup. 

The grea tes t  difficulty was encountered in establishing a beam of 

After  considerable experimentation with heated nichrome 

Figure 4-11 shows 

4 . 5 . 3  Calibration Procedures  

4 .5 .3 .1  Calibration of Microvoltmeter 

Figure 4-10 shows the equipment used for  

calibrating the microvoltmeter.  The audio frequency generator  was  tuned 

Report  129-F 4-11 



E 
E 
N 

N $0 

E 
cd 
al 
a 

Report 129 -F 



4 
I 
I 

I 
I 
3 

M 
c 
.d 

a, 
V 
k 

X 
1 
h 
4 

k 
0 w 

E 
Id 
a, 

a 
a, 

P2 

c, 

.d 2 
d 
d 
0 u 
w 
0 

.d 
W 
c 
0 u 
N 

a, 
k 
3 
M 
.d 

6( 

Repor t  1 2 9 - F  



to 240 cps  and coupled to the rnicrovolter as shown in F igure  4-13. 

eaE3rated signal f rom the mierm-alter w-as coupled to  the iiip-it of the two 

microvol tmeters  in turn. The microvolter and audio oscil lator were  cal i -  

b ra ted  by the Standards Laboratory of Douglas Aircraf t  c o .  

The 

4 .5 .  3.2 Svstem Calibration 

The system was  designed so that an  increase  

in the quantity of light t ransmit ted through the slide holders  would give a 
proportional reading on the microvoltmeter.  If a s e r i e s  of meta l  d i sc s  with 

centered c i rcu lar  ape r tu re s  of various s izes  a r e  inser ted in the slide holder 

one at a t ime and the microvoltmeter reading recorded for  each disc  then 

the m e t e r  reading will be  proportional to' the a r e a  of the aper ture  being m e a s -  

u red ,  and thus to the light transmitted through the slide holders ,  provided 

that the system is properly calibrated and l inear .  

show calibration curves  of the system for  two settings of the main channel 

microvol tmeter  gain control. 

shifting the scale readings,  a range of 100 to 500 ,000  pv was obtained. 

all of the calibration procedures  the filament cur ren t  remained constant. 

F igu res  4-14 and 4-15 

Thus, by adjusting the gain control and 

During 

All  correlation measurements  with two s l ides  

in tandem were  made with the 0.0051~ a r e a  aper ture  measured  as 5000 pv on 

the main channel microvol tmeter .  F o r  some pa i r s  it was necessary  to set  

the m e t e r  to the 2500 pv scale  and then double the reading. 

4 .5 .3 .3  Check of Calibration During Measurements  

At the s t a r t  of each data recording period the 

following procedure was c a r r i e d  out. 

The equipment was  turned on and allowed to 

stabil ize for  30 min. 

recorded measurements  were  repeated and compared with the original 

readings.  

sys tem was checked and the components of the system were  cor rec t ly  posi-  

tioned to dupiicate the previous measurements .  

the measurements  had been established, correlat ion measurements  were  

resumed.  

After stabilization of the equipment, previously 

If any discrepancies  were evident, the optical alignment of the 

After the repeatability of 

At the end of a measurement period the above procedure was  
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repeated to ascer ta in  that the equipment alignment had not been disturbed. 

Diiring the r ,easurements  the mtpu t  of the s a i r c e  was continuously rnonitcred 

by means of an  oscilloscope display. After every  fourth set  of measurements  

(a se t  of measurements  being the six readings taken with a par t icular  set  of 

two slides),  the calibrated reference d isc  was inser ted in the second slide 

holder (the reading was  not a function of which slide holder was used,  since 

the light beam was well collimated) to check the calibration of the system. 

A scale deviation of more  than 170 w a s  uncommon, and if  a scale deviation 

of more  than 370 was indicated, the previous readings were  checked. 

4 .5 .4  Sequence of Correlation Measurements  

4 .5 .4 .  1 Selection of Good Pairs 

During the measurements  of the f i r s t  sl ides 
.I. 

received"., the equipment was being modified to m o r e  near ly  meet  the system 

requirements  for  making the correlation measurements .  

yet  did not have the des i red  degree of flux density and intensity stabilization. 

The light beam as 

Although the uniformity achieved a t  this t ime 

was only about 1570 (maximum variation f rom point to point in the A-A field 

of F igure  4-12), the f l u x  density at the var ious  points remained constant 

with respec t  to time. Thus valid transmittance measurements  of identical 

s l ides  could be made to obtain useful slide pa i r s  ( l lusefull '  being defined by 

the 570 cr i te r ion  - see Section 4. 3). 

the var ious  slide se t s  was not required a t  this t ime,  the determination of the 

useful pair  was valid a s  long a s  each slide of any par t icular  set  being m e a s -  

u red  was identically positioned in the light beam. Initial difficulties with the 

instability of the light source were temporar i ly  overcome by carefu l  moni- 

toring of the intensity and by repeated checks of the measurements .  

the la t te r  was  time-consuming, it did afford a method of checking slide se t s  

fo r  useful p a i r s  while the equipment was  being perfected,  and i t  did minimize 

the delay due to the time required for producing new s e t s  of s l ides  to replace 

those se t s  f rom which useful pa i r s  had not yet been obtained, After obtaining 

Since the value of the t ransmit tance of 

Although 

b ?- 

The s l ides  were  fabricated in lots as descr ibed in Section 4. 3. 
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useful pa i r s  for  all 100 se t s ,  the final development and calibration of the 

system w-as completed, aild the ~ a e f i l l  pa i r s  TSTS Eigain measured  a d  r e f e r -  

enced to the final calibration. 

Three measurements  were  made on each of 

the selected slide pa i r s .  

the second slide holder with the slide index m a r k  a t  Oo, and the t ransmit tance 

through the single slide was measured. Following the two single-slide m e a s -  

urements ,  the higher reading slide was placed in holder #2  and the lower 

reading slide in holder # l .  

measu red  with the index m a r k s  both set  on 0'. 

Each slide of the pair  was in turn positioned in 

The transmittance through both s l ides  was then 

4.5.4.2 Routine Correlation Measurements  

The bulk of the measurements  were  of the 

t ransmit tance of two slides f rom different s e t s  mounted in tandem in the 

light beam. One slide was  placed in slide holder #2 and the other slide 

was  placed in slide holder #1,  which was capable of 360° rotation in the 

plane of the slide. 

so that the slide could be accurately positioned within 1 / Z 0  of any designated 

rotational position. 

:k 

The slide holder was engraved with degree graduation 

Six measurements  were  made for  each pa i r  

of s l ides  inser ted into the holders.  

in holder #2  (c losest  to  the detector) was  inser ted and fixed with i t s  index 

m a r k  a t  0". F o r  the f i r s t  measurement ,  the slide in holder iii was  posi-  

tioned so that i t s  index m a r k  was  at 0 . 
clockwise (as viewed f rom the detector) for  each of the remaining five m e a s -  

urements .  

was  replaced by the next pa i r ,  a s  designated by the logbook. 

was  followed to complete the required 1600 se t s  of measurements .  

F o r  all six measurements ,  the slide 

0 The slide was then rotated 60° 

Upon completion of the six measurements ,  the pa i r  of s l ides  

This procedure 

:R 
Of each useful pa i r ,  only the s l ide with the lower t ransparency was used 
for  the cross-correlat ion measurement.  
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5 . 0  THE COMPUTER INVESTIGATION 

5. 1 System P a r a m e t e r s  Under Investigation 

The system under investigation is specified to be a forced 

The logic units in the perceptron a r e  specified to  learning perceptron. 

have their  input connections ar is ing f rom sensory points selected a t  random 

according to a uniform distribution. A representative set  of pat terns  was  

selected.  The remaining system parameters  are: 

a. Logic unit parameters  

b.  Number of logic units 

c.  Output unit threshold 

The computer investigation may be character ized as a sea rch  for a suitable 

set of logic unit parameters .  

and the number of logic units required to approach asymptotic performance 

were  obtained for  the var ious logic unit parameter  se t s .  

The optimum threshold for  the output unit 

The logic unit parameters  of interest  a r e  the number of input 

connections per  logic unit, the weights assigned to the connections, and 

the logic unit threshold. The logic unit pa rame te r s  a r e  completely de-  

sc r ibed  by the two numbers:  

CWi 
a =- -+? 1 

e p =- e 
where the w.’s  a r e  the weights assigned to the connections (and may be 

positive o r  negative) and 8 is the unit threshold. 
1 

5.2 General  F o r m  of Program and Sequence of Computer Runs 

To per form the estimation procedure,  the equations of Section 

3 .1  w e r e  mechanized on an  IBM 7094. 

A i r c r a f t  Co. at Santa Monica, Calif. were  utilized. 

wri t ten in FORTRAN 11. 
p rogram a r e  included a s  Addendum A to this report .  

The computer facil i t ies of Douglas 

The program was  

A copy of the compiled program and the FORTRAN 
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The routine consis ts  of a main program and two subroutines. 

sGL--.- uLuutine MEMR comp-iitea the empirical  distribution of Q f rom the 

equations with l imits  imposed by the pat terns  being tested.  Subroutine 

OUT mere ly  provides a means for printing out some of the resu l t s  in a 

suitable format .  

j t  

The 9600 data points (1600 c a r d s )  were  processed for  a number 

of parameter  combinations. 

a t tempt  to find an optimum for  the input connections to the logic units and 

a logic unit threshold,  one that would p rocess  the data with a minimum of 

e r r o r s .  

and took approximately 10 min of computer t ime. 

The purpose of these repeated t r ia l s  was to 

Each computer run consisted of seven parameter  combinations 

In order  to permi t  conducting a more  extensive investigation, 

the possibility of using a fraction of the available data was  investigated, 

The program checkout decks involving 120, 720 ,  and 840 optical c o r r e l a -  

tion measurements  were  completely inadequate. A se t  of 2400 measu re -  

ments  was carefully selected to provide 24 measurements  on Q 

measurements  on Q, 

with these short  data decks were  compared with those obtained using the 

full se t  of 9600 correlat ions (96 observations on each Qk+ and Qk-)* 

means and standard deviations returned by the short  deck generally differed 

by 20 to 50% f rom the values given by the full deck. 

considered inadequate, and the use of par t ia l  data decks was  discontinued, 

and 24 k t  
The resu l t s  obtained for  each value of the index k. - 

The 

This accuracy was 

5 . 3  Description of Program 

The implementation of the program consisted of the following: 

a. Read in half of C table (integral  of the normal  distribution), 
2 

-1-L - 
2 2 

compute other half of C table. Compute p, and e 

K 
b. Compute D1 = .nx-n and D2- q m ,  multiplying fac tors  

f o r  the mean and standard aeviation of the pat terns  of one 

input to convert to many inputs. 

Y 
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c. Read in the single slide (T and T ) and the single sl ide 
1j  2 j  

squared (T'..) measurements and normalized by ( 1  /T ). J J  0 

d. Read in remaining optical correlat ion measurements  (T ), 

six rotations pe r  slide pa i r ,  and normalized by  (1 /T  ). 
j t  

0 

NOTE: Since s torage r e s t r a in t s  did not permi t  operating on all data points 

during one pass  through the computer, the correlat ions were  performed in 

groups of 20 data  c a r d s  pe r  pas s  (loop 8 3 ) .  

e .  Determine the class  of the pattern under consideration 

(from i t s  index number). 

f. Compute the correlation ( p )  between the 

being processed for  each rotation and w 

g.  Compute the l imits of the integral .  

h. Compute Q. and Q (single-slide probability of activating J t 
a logic unit). 

i. Check the l imits  to determine i f  they a r e  above o r  below 

the bounds set  on the integral ,  o r  equal to  zero .  

integral  multiplying fac tors  # 0. 

Check 

j .  Compute the empir ical  distribution of Q where 
j t  

b2 2 
c1 
-7 

L 

e - 
p 2 t b 2  

$7 

2 a 
-3 2 

or  modifications thereof,  depending on the values  of a and b. 

k. Compute the average of Q 
in each c l a s s .  

(Qk+ and Qk-) for  pat terns  
j t  

1. Compute the mean and the standard deviation fo r  both 

pat tern c lasses .  Compute the standard deviation a s  a 

function of both the selection of the logic units and the 

distribution of the pat terns .  
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a. 

b. 

C .  

d. 

e .  

f .  

g*  

h. 

i. 

j. 

k. 

m .  

n. 

Compute the difference of the means.  

Compute the separation of pattern c l a s ses  a s  a function 

of the number of logic units in the machine. 

0. Select threshold which minimizes the number of e r r o r s  

on the asymptotic performance. 

The computer routine returned the following outputs: 

The expected values of the input to the decision element 

for patterns of the positive c l a s s  and for  pat terns  of the 

negative c l a s s ,  and the difference between these values 

The inherent standard deviation within each c l a s s  

The standard deviation for each class due to logic unit 

selection 

The asymptotic c lass  separation in standard deviations 
I - - -  l7:-.---- E A \  \act x s g u u l c  2 - - x /  

The minimum number of misclassified pat terns ,  asymptotic 

performance (see Figure 5-3) 

A table of the expected input to the decision element a s  

a function of the pattern 

A table of the class separation in standard deviations, a s  

a function of the number of iogic units ( see  F igures  5-5 

and 5-6) 

The decision unit threshold producing minimum e r r o r s  in 

asymptotic performance, and a table of these e r r o r s  

A table of the probability of a logic unit being act ive,  as  

a function of the pattern 

Tables of Q,, and Qk- 

Tables of the empirical  distribution of Q 
pat terns ,  one vortex and one nonvortex pat tern,  and two 

nonvortex patterns 

for two vortex 
jk 

5 -4 
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~' A simplified flow chart of the computer routine is shown in 

Figure 5-2  is a detailed flow chart. Figure  5-1.  

symbols used in the computer program. The computer printout for seven 

of the parameter  combinations is included in this repor t  as  par t  of Adden- 

dum A. 

correlat ion measurements  used as the tes t  data in this project.  

cluded i s  a binary deck of the entire program and the tes t  data on IBM ca rds .  

Table 5 - 1  defines the 

Addendum A a l so  contains a copy of the printout of the 9600 optical 

Also in- 

5 .4  Results of Computer Program 

Using the final program and the ful l  data s e t ,  some 77 combi- 

nations of a and @ were  investigated. 

were  investigated (16 with the full data deck) with an  e a r l i e r  vers ion of the 

program. 

but was  adequate to determine the suitability of the parameters .  

In addition, 36 other combinations 

The e a r l i e r  program did not provide all of the outputs des i r ed ,  

The 77 points were obtained in three pas ses  on the computer.  

In the f i r s t  pas s ,  28 sca t te red  points were  selected,  the choice being guided 

by the ea r l i e r  par t ia l  resu l t s  on 36 points. Based in these 28 combinations, 

28 more  points were  selected to provide a f iner  gr id  in cer ta in  a r e a s .  

third pas s  of 21 points examined the region around a = 0.9  and @ = 0. 0 ,  

where the number of e r r o r s  appeared to be  approaching a minimum. 

4 2  additional parameter  combinations were deleted f rom the three pas ses  

by operator e r r o r s .  

The 

Some 

None of the parameter  combinations resul ted in good separa- 

tion of the pattern c lasses .  The approximation used in estimating the com-  

ponent of var iance due to logic unit selection requi res  good c l a s s  separation 

for  high accuracy.  

es t imates  of this component of variances were  returned. In some c a s e s ,  

the mean value of the input to the response unit for  the positive c l a s s  was  

l e s s  than that for  the negative class.  Two c r i t e r i a  were  used in deciding 

whether a parameter  combination war ranted fur ther  conside ration : 

In many cases ,  separation was so poor that negative 

a. The mean value for the positive c l a s s  had to be g rea t e r  

than the mean value for  the negative c lass .  

b .  The var iance estimates had to be positive. 
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TABLE 3-1 

Number of Input 
Connections P e r  
Logic Unit with 
Weight of 

t 1  -1 
X Y 
3 3 
3 7 
4 4 
4 6 
5 5 

(1-TABLE FOR HORIZONTAL (t) AND VERTICAL ( - j  
BARS ON 20 x 20 RETINA 

Exact 

1 2 Approx 

E r r o r  m ( E l 4  h, N N 

Approx Exa.st Factor %t *+ - Qt 

0.11408 0.09824 0.05632 0 .00420 0.00578 1 . 4  
0.03807 0.02821 0.02475 0.00368 0.00529 1 .4  
0.21222 0.18889 0.08544 0.00497 0.00646 1 . 3  
0. 12093 0. 10143 0.05848 0.00513 0.00690 1 . 3  
0.32457 0.29481 0.11120 0.00534 0.00664 1.2 

TABLE 3-2 

(E/O)' f o r  Sphere/Cube 

( E / D ) ~  f o r  Pyramid/Ellipsoid 

Simulation Use of 
Resul ts  Equation 11 

0.150 0.145 

0.083 0.080 

TABLE 3-3 

VALUES O F  1/N ( E / o ) ~  FOR THE 
ASTROPOWER DECISION FILTER 
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Read NT.NI.T,, 11 
SET L P 2 A  

N O T E T  

T A B L E S T O  0 

READ C(I) I i 402. 801 
Y, ,” . ,  i ., 
C(802-1) = I-C(1) 1 ~ 1 .  400 

I 

Many = NTl2O I 
Read INTP(M).  Index(M). ( T , , ( L , M ) .  L = 1 , 6  - 

K = I N T P N  
J=lndex(M) 

K c L = { ~  222; 
J C L = { ~  i$zi 
NOTET(K.  JCL)=NOTET(K.  J C L )  
NOTETlJ .KCL)=NOTET(J .  K C L )  

J K C L  2 J#K 
I J = K = I  

[3 J=K=2 

IA=RNDIlOOAL+401) 
IB=RND( I O O B L i 4 0 1 ~  
15L4C801 
I LIB <8OL 

QJ=C(IA~ 
QT=C(IB) 

I = I . N I  

F igure  5-2. 

Repor t  129-F 

( B L . A L . I B ,  2 ,  

Subroutine L =  1 ,  6 

Subroutme ’ MEMR(BL.AL.IB.1 .  I )  

Subrovflne ’ M E M R ( A L . B L . I A . 1 .  1 )  

9 

1;I.N 

QAV(K, JCL.1) i 
QAV(K. JCL.I)*C)JT(L) 

QAVIJ .  K C L ,  I )X)JT(L)  
QAV(J .KCL.1)  = 

LP2AfMAW. J K C L .  I)+I 

LOC 8 OAVIK. 1.1) i 
QAV(K. I . I ) /NOTET(K.  1) 

1;I.N T= 
K ~ 1 . 1 0 0  

R SEE PAGE 2 

Detailed Computer Program Flow Chart  

Page 1 
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FROM PAGE 1 

B 

YPP- UNON-ZERO NOTETIL. I )  L = I .  50 
i r ~ v i  UNON-ZERO NOTET(L.2) L =  I .  50 
YNP- UNON-ZERO NOTET(L. I) L = 51. LOO 
YNN= UNON-ZERO NOTETIL.2) L i 5 1 .  I00 
ZPN. XNON-ZERO NOTETfL II*NOTETIL 21 T . I i n  

I ZNP= fNON-Z;RO NOTETiL. lbNOTETiL.Lj ii,'yoo 
NPP= UNON-ZERO NOTETIL.~)+NOTETIL.~)L = 1, 5 0  

. NNP= UNON-ZERO NOTETlL.I)+NOTETlL.2)~ 5 1 ,  100 I If A"" i 0 set = I 

1 I I ,  N1 

K 
K 
K 
K 
K 
K 
K 
K 
K 
K 

= I .  50 - 1. 50  
= I ,  50 
i 1. 50  

= 5 1 ,  LOO 
= 51 ,  LOO 
i 51,  LOO 
= 5 1 .  LOO 
i 5 1 ,  LOO 

BLB = RLBIYPN-BLIIYNN 
CCC = AAAIYPP-L*AAI IZPNtAAZIYPN 
C2C = A2A/YNP-L*A2IIZPN+A2LiYNN 
AAA i AAAIYPP-AAIIZPN-APAIYNP+AZllZPN 

DENOM ~ BB-BZB I ANSI = BBB 
AN52 = BLB 
BBB = BBB'BBB 
B2B = BIB*BZB 
AAA i AAA-CCC 
A2A i AZA-CZC I CCC=CCC-BBB 
CZC=CZC-BZB 
DDD = SQRTFIcrc) 
D2D = SQRTF ( c c c )  
DLP = DENOM (DDDiDZD) 
BBB = SQRTF(AA.4) 

Wrtre Dutpul Tape 

NKtL) .NY(IJ ,  T n l I 1  

SM(J) 3 i I .  I O U  

JM i 1 .  10 

lO(K,l).K=l I 50).QTOTI1, I), IQlK,I~,K=51, LOO). 
QTOT(2. I) 
OAV(K.I.1). K=I. 100 
QAVIK,Z.I). K=I, LOO 

SURROUTME MEMR 

z? R=(AL AL m LTV=L D 1 

+ I  
ANS=(VAL)IUV) 
QJT(I)=QJTlI)+ANS UI LLV=LTV+l * RETURN 

1 

LPZA(K.I.1) K=I, I000 
LP2AlK.Z.I) K=1. 1000 
LPZA(K.3,I) K=L. 1000 

Call E x ~ i  "I 
W r ~ f e  Ovrpuf Tape 
Error  LOC(LERR,KP.M) 

Common A.B, P.W.QJT $' 

r* 1.1. b 

Figure  5-2 (Cont'd). Detailed Computer Program Flow Char t  
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TABLE 5-1 

SYMBOLS FOR COMPUTER PROGRAM 

A. Tables 

The numbers  in parenthese s indicate the dimensions of the tables. 

1. A(801) - squares  
2. 
3 .  C(801) - normal  integral 
4. NX(7), NY(7), TH(7) - logic unit input p a r a m e t e r s ,  

B(801) - normal  density function 

NX - NY TH a =  B =  
-mX t NY, 7/NX t NY 

5. DI(7), D2(7) - a and f3 
6. TJ(100), T2J(100) - single pattern measurements  
7 .  
8. TJT(6,  20) - two-pattern correlat ions 
9. INDEX(20), INTP(20) - indices for  two-pattern correlat ions 

TJJ(100) - correlation of pattern with itself 

10. 

11. 

12. LP2A(1000, 3 ,  7) - empirical  distribution for  Q for  var ious 

13. Q(lO0, 7) - probability of a logic unit being activated by the 
var ious  pat terns  

14. QTOT(2, 7 )  - average of Q over the c l a s ses  
15. SM(100) - expected inputs to the response unit f o r  var ious 

pat terns  (inside loop on parameter  combinations) 
16. MM(100) - likelihood of e r r o r  for  given pat tern,  comparison 

of SM with best  threshold (inside loop) 
17. COR(6), W ( 6 )  - inputs to subroutine equal to correlation 

coefficient p and respectively for  two pat terns  in six rotations 

NOTET(100, 2) - number of samples  for  each  Qkt and Qk - 
e scimate 
QAV(100, 2, 7) - Qk- and Qk+ for  each pa rame te r  combination 

vortex -nonvor tex and parameter  c omb inat ion s j t  

6 T  
18. QJT(6) - Q returned from subroutine 

j t  
B ,  Variables 

1. NT, N1, TO - inputs defining number of two pattern p a i r s ,  
parameter  combinations, and reference light level for this pas s  

2. A21, A22, A2A, AA1, AA2, AAA, B21, B2B, B B l ,  BBB - u s e d  
to accumulate partial  sums of Qk+, 

3 .  Y P P ,  YPN, YNP, Y N N ,  ZPN,  ZN-P, NPP, NPN - counts on 
the number of entries in each  par t ia l  sum 

4. AAA, A2A, BBB, B2B, CCC, C2C, DDD, D2D, ANS1, ANS2, 
DENOM - variances,  standard deviations, means ,  and their  
differences 

, and products Qk- 
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TABLE 5-1 (CONT'D) 

SYMBOLS FOR COMPUTER PROGRAM 

5. 
6.  JCL,  KCL, JKCL - indices denoting pattern c l a s ses  
7 .  
8. 
9. 

10. 

AL, BL,  IA, IB, AV,  BV - used to obtain l imits  of integration 

EMIN, ERROR - used in finding threshold for  minimum e r r o r s  
LERR, K P ,  M - indices used to specify e r r o r  locations 
NB - number of correlations this pass  
Q J ,  QT - values of Q table for two pat terns  being tested 
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Only 11 of the 28 combinations in the f i r s t  pass  met  these requirements.  (It 
can be shown that failure to  r l e e t  conditior; a. i s  2x1 inadequacy cf the optical 

correlat ion,  and not of the perceptron technique. 

obtained, however, the measurement inaccuracies would not be of such signif - 
icance. ) 

If good separation had been 

The most  significant computer outputs a r e  summarized in Fig-  

u r e s  5-3 through 5-6. 

unit was selected to produce a minimum number of e r r o r s  in the asymptotic 

performance. The lowest 

value obtained was 32, showing the need (for a closed-loop self -organizing 

process .  

viding maximum number of standard deviations for the threshold-to-class 

mean separation. These separations again a r e  for  the asymptotic perfor-  

mance. 

as large as might be predicted f r o m  Figure 5-3. 

F o r  each parameter set .  a threshold for  the output 

These minimum values a r e  shown in Figure 5-3. 

A second threshold for  the output unit was selected,  this one pro-  

They a r e  presented in F i g u r e  5-4 and a r e  seen to  be  about one-fourth 

The absence of an  entry on 

"6'- b L  - L - . , C  : - A : - - . b - . -  C-:I . . -P.  - A -  
L l l e  L l l Q l L  1 1 1 U L L Q L G D  I F I . I I U L F j  t o  b l l F j G t  I G y U l I L I I I ~ I I b  3. abo-V-2. The n u z b e r  cf lnmiC 

units required to achieve separations equal to 9970 and 99.970 of the asymptotic 

separation a r e  given in Figure 5-5 and 5-6 respectively. 

mus t  re turn  positive es t imates  of the variance for these calculations, F igures  

5-5 and 5-6 reveal  those parameter  combinations for  which the approximation 

failed to yield positive var iances .  

Since the computer 

Summarizing the results,  parameter  combinations which could 

be analyzed a t  all were difficult to find. F o r  those combinations which could 

be analyzed, c lass  separations were poor,  giving rise to high e r r o r  ra tes .  

A network of about 4 0  to 50 logic units should provide essentially asymptotic 

performance for  the better parameter  sets .  However, i f  the interclass  sep- 

arat ion were  be t te r ,  more  logic units would be required to achieve asymp- 

totic performance,  and the e r r o r  rate would be reduced significantly. 

bes t  a factor  of 20 more  separation seems desirable.  

At 

Limited experimental evidence (Tables 3-4 through 3-7) has  

indicated that more  powerful self-organizirig rules caii pi-svide ~ ~ b ~ t ~ i i t i ~ l  

i nc reases  in separation compared with the random connection, forced  learning 
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rule .  In par t icular  the i terative design closed-loop learning ru le ,  together 

with discriminant analysis  for selecting the logic unit input connect ims (Secticr. 

3 . 2 .  2) should provide sufficient power to achieve this separation of the pat tern 

c l a s ses .  
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6 .0  HARDWARE REALIZATION 

6. i General  Considerations 

6. 1.  1 Available Data Forma t  

P resen t  TIROS satel l i tes  a r e  equipped with a specially 
.L '6. 

designed vidicon camera .  

to expose the vidicon. 

viewed scene i s  s tored on the screen. 

of 2 sec  duration. 

62.5 kc bandwidth. 

The re  it is displayed on a cathode ray tube with a resolution of 500 l ines per  

f rame.  

negative of each scene displayed. 

A solenoid-operated, focal plane shutter is used 

The shutter speed i s  1 . 5  msec .  After exposure the 

Readout is accomplished by a slow scan 

The cloud cover data now has the form of a video signal of 

This signal i s  transmitted via FM-FM to the ground station. 

A 35 mm camera  is automatically t r iggered to produce a photographic 

Future  NIMBUS weather satel l i tes  will b e  equipped with 

three  simultaneously operating cameras ,  one downward oriented and two 

oblique looking, to view a broad strip of the ear th .  

will provide a resolution of 800 lines. 

generally be of the s a m e  nature a s  applied on TIROS. 

Each slow scan camera  

Transmiss ion  to the ground station will 
.II .I. .,. <,. 

The p r imary  input data to the envisioned recognition 

mechanism will in any case  be a video signal, ei ther direct ly  f rom the vidicon 

scan o r  f rom a tape recording. A secondary form of the data  will b e  the visual  

picture on the display scope, and a third possible form will be  the photographic 

negative as used during this study. 

As  to the required processing speed, it suffices to know 

that NIMBUS will not t ransmi t  more than one 800-line picture per  minute, 

which therefore  allows a maximum of this much t ime for  the recognition 

process .  

t u re  taking to completed interpretation. 

This would indicate a total delay of approximately 90 min f rom pic- 

- ::: 
'I'wo c a m e r a s  a r e  instaiied in TIROS sateii i tes:  a wide angie c a m e r a  with 
an a r e a  coverage of 750 mi square, and a nar row angle c a m e r a  covering 
75 mi square.  
since they provide the a r e a  coverage required to view complete vortex 
s t ruc tures .  

Schneebaum and Stampfl, "Data Storage for  Meteorological Satell i tes ,I1 

Astronautics and Aerospace Engineering, Apr 1963. 

F o r  this study, wide angle pictures  have been used exclusively 

::c ::: 
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6 .1 .2  Required Picture Resolution 

The study effort descr ibed in the previous sections was 

concerned with the number of logic units required to obtain satisfactory p e r -  

formance of a vortex recognition system. 

one parameter  affecting the s ize  of the recognition machine. 

undetermined parameter  is the number of sensory  elements required to present  

the cloud data with adequate resolution to the logic unit l ayer .  

known at present  to determine the required picture resolution (number of 

sensory points) is to t r y  different resolutions. 

elements will  not be  higher than the picture resolution of the original data,  in 
this c a s e  500 x 500 = 250,000 picture elements for  TIROS data,  and 800 x 800 = 

640,000 picture elements for  NIMBUS data. 

e t e r  vortex s t ruc tures ,  such a s  Nos, 49 and 28 of F igure  6-1, a l e s s e r  resolution 

seems  to suffice, some of the smaller  diameter  pat terns ,  such a s  N o s .  36 and 55, 

seem to require  (at leas t  intuitively) the full available vidicon resolution. 

The number of logic units is  only 

Another as -ye t -  

.L 1. 

The only way 

Certainly the number of picture 

While for  many of the la rge  d iam-  

In o rde r  to select a s tar t ing point for experiments,  the 

following intuitive reasoning may  be pursued. 

vortex pat tern with, l e t  us  say,  a resolution of 100 x 100 picture e lements ,  then 

there  is reason to believe that a machine could a l so  achieve a sat isfactory r e c -  

ognition. The number of 100 x 100 = 10,000 picture elements was a rb i t r a r i l y  

selected,  since it s e e m s  to b e  a realistic number of data points to be  processed 

by machine per  recognition cycle.  

If a human can recognize a 

The photos of Figure 6-2 a r e  presented to a s s i s t  in this  

reasoning. 

they w e r e  photographically processed to change ei ther  pat tern s ize ,  resolution, 

cont ras t ,  o r  a combination of these parameters .  

These pat terns  a r e  the same a s  the ones shown in  Figure 6-1, but 

Photo 49 in Figure 6-2 has  the same s ize  of vortex as that 

shown in 49 of F igure  6-1. 

a diffuser in the light passing between photo negative and enlarger  base  during 

the exposure.  

The resolution is reduced considerably by  inser t ing 

By looking at  the same picture details  in both f igures ,  one can  

~stir;;zte thc r~su!ti.r,g res=!uti=r, i:: Ne. 49 cf F;n l l re  *6-- 6 - 2  2. approxi--ately 150 

l ines .  The pat tern can still be  identified uniquely. 

::: 
Due to the approach taken in estimating the machine s ize  with the aid of optical 
measurements ,  the number of sensory elements never entered the study a s  a 
pa rame te r .  

Rep0 rt 1 2 9 -F 6-2 



(49) ( 5 0 )  

Variat ions in Vortex Size 

(22) ( 2 8 )  

Variat ions in Picture  Contrast  

(4 5 )  (18) 

Differences in Pa t te rn  Definition 

F igure  6-1. Examples of Cloud Pa t t e rns  
(Slide numbers  indicated in 
parenthe s is ) Repor t  129-F 



(49) 

(4 5) (55) 

Figure 6-2.  
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The Examples of Figure 6-1 After Photographic 
Preprocessing (Slide numbers  indicated in 
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Another example is photo No. 18 in Figure 6-2. It is an  

enlarged par t  of No,  18 in Figure 6-1; but it shows only the a r e a  containing 

the vortex pattern.  

resolution being approximately 2 0 0  lines. 

defined. 

The vidicon scan l ines can be  seen  ra ther  c lear ly ,  the 

The vortex is still r a the r  well  

Photo No. 31 in  F igure  6-2 is an  enlargement of the upper 

The resolution is approximately 90 l ines ,  center  a r e a  of No. 31 in Figure 6-1. 

and the pat tern is s t i l l  recognizable. 

A closer  inspection of F igure  6-1 a l so  reveals  two kinds 

of variations in the vortex pattern shown there .  These a re :  

a. Variations in Vortex Size 

The f i r s t  row in F igure  6-1 demonstrates  the s ize  

variation in the familiar vortex pattern. Cyclonic 

s to rms  can r each  a diameter  of well over 1000 mi. 

The TIROS wide angle camera ,  when viewing v e r -  

tically, covers a n  a r e a  approximately 750 mi on a 

side. NIMBUS will ' I  see" approximately 11 00 mi. 

Therefore,  a vortex pat tern can easily be  spread  

over the complete picture a r e a ,  a s  can be  seen  in 

photo No. 49. On the other hand, No. 36 shows a 

relatively small-s ized pattern.  Pa t t e rn  s i zes  of 
3c --: 1111 d'--- IcrlllGtel c a n  ati!? c o n s t i t u t e  cyc!mic s t o r m s  

of importance. 

b. Variations in  P ic ture  Contrast  

Depending on the sun angle, the cloud density and 

formation, and the angle of view, the light intensity 

and the contrast  exhibited by  the vortex pat tern 

change considerably. 

shows this cont ras t  variation. Photo No. 2 2  has  ve ry  

The second row in F igure  6-1 

e".#- nnnrl r n n t r a  ct x r r i t h i n  . . A - a  ^^^_  the x . r n v t e y  -- - _ _ _  stnictiire. - - -  _ _ _ _ -  _ I  ~yhile NQ;  

28, with the viewed a r e a  completely covered by clouds 

shows much l e s s  contrast .  In No. 31, the vortex 

pattern is almost  unnoticeable, while other  a r e a s  of 

the picture can  b e  recognized m o r e  distinctly. 



Consideration of these two points and the previous r e m a r k s  on resolution leads 

to the fo??owing scheme ~f preprccessing of the pictorial  data. 

picture is investigated for  the presence of a l a rge  scale  vortex with a resolution. 

of 100 x 100 picture elements.  

with a 100 x 100 sensory field. 

picture  is viewed, again with a resolution of 100 x 100, which now allows g rea t e r  

detail  in a smal le r  a r ea .  As f a r  as  the recognition mechanism was concerned, 

it again works with a 100 x 100 sensory field, just  as if  it were  being presented 

with a new picture.  

viewed in  their  entirety,  there  a r e  nine quarter-f ie lds  to b e  investigated in 

sequence, a s  shown in Figure 6-3. 

gated, these  also with a 100 x 100 resolution, bringing the number of different 

readouts of one picture to  the total of 59 shown in Figure 6-3. 

ess ing scheme would have these advantages: 

The c.omplete 

Thus the recognition mechanism is presented 

In the second s tep,  only one qua r t e r  of the 

Considering overlap to a s s u r e  that pat terns  a r e  always 

After this ,  1 /16  subfields can be investi-  

This preproc-  

a. The same recognition mechanism could be  used 

for  all picture a r e a s  under investigation, inde- 

pendent of a r e a  s ize .  

b.  Any vortex pattern would appear a t  l eas t  once in 

a r a the r  standardized s ize ;  t he re  would be  no 

grea te r  variation in s i ze  than 1:2. 

The la t te r  point could conceivably facilitate the recognition 

task considerably. 

F igure  6-1. 

and recognition by the human observer  s eems  to b e  m o r e  easily achieved. 

This can be appreciated by comparing Figure 6-2 with 

In Figure 6-2 the pattern s ize  is standardized to a cer ta in  degree ,  

Another preprocessing task that was simulated in pro-  

ducing the photographs of F igure  6-2 is a standardization of the mean gray level  

and the gray  level var iance.  

nition task considerably, since it would reduce the contrast  variations of the 

vortex pat terns  ( see  Figure 6-1). 

This conceivably could a l so  facilitate the recog-  

It should again be pointed out that  the number 100 x 100 

is r a the r  a rb i t r a ry  and is presented in  lieu of be t te r  information. 

mental  evidence can prove o r  disprove the adequacy of this par t icular  resolution. 

Only exper i -  
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a .  

b .  

C .  

6.  1 .  3 Realization of Sensory Plane 

The possibie formats of the input data being specified, and 

a resolution of 100 x 100 picture elements tentatively proposed, t he re  remains  

the question of how to present  the data to the recognition mechanism. 

proposed recognition mechanism is a paral le l  p rocessor  by nature ,  one f i r s t  

considers  a paral le l  picture presentation. 

cathode ray tube would be the suitable input data format .  

be  projected onto a 100 x 100 mosaic of photosensitive elements,  such as photo- 

cel ls  o r  photodiodes, o r  onto photosensitive ma te r i a l  deposited direct ly  on the 

tube face; o r  optical f ibers  could be used to t ranspose the individual picture.  

Each individual photo sensor  would be followed by an amplifier to br ing the 

power to a level suitable for the input to the logic units. 

sents  the following difficulties: 

Since the 

In this ca se  the visual picture on a 

The CRT display could 

This approach p re -  

A 100 x 100 mosa ic  contains 10,000 photosensitive 

elements,  and each amplifier will contain at leas t  

two t ransis tors  and a dozen other components. 

Thus the total number of components fo r  the sensory 

plane alone will be well above 100,000. 

The tolerances found in e lec t r ica l  performance of 

photosensitive elements and amplifier gain a r e  such 

that an individual adjustment of 10,000 senso r -  

amplifier units will be required.  

i s  not required on machines that operate on black-  

white inputs, a s  does the Astropower Decision F i l t e r .  

In the case of cloud photographs, there  a r e  in  the 

o rde r  of eight gray  levels .  

sensor-amplifier units mus t  be  equal in their  input- 

output character is t ic  within a t  least  570. 
vidual adjustment of 1 0 , 0 0 0  units is unfeasible. 

Such an  adjustment 

This implies that  a l l  

An indi- 

The problems connected with the wiring of a lmost  

randomly distributed connections in such grea t  

numbers a r e  seve re .  Also, once the wi re s  a r e  in 

place, modifications of the layout to improve p e r -  

formance a r e  extremely cumbersome. 

6 - 5  



d. In o r d e r  to investigate the total  picture as shown 

in Figure 6-3 piece by piece,  the following p r e -  

processing sequence is required:  

(1) Receive and s to re  the overa l l  picture with 

original resolution on a s torage tube. 

(2)  Undestructively scan individual subareas  

a s  shown in Figure 6 - 3 .  

( 3 )  Display the subareas  on a second display 

tube (this tube is connected optically with 

the mosaic). 

It is believed that this repeated picture conversion 

by analog means should be  avoided i f  a t  a l l  possible. 

e .  Many of the components required for  this approach 

a r e  not available off the shelf. Included in this 

category a re  i tems such a s  the photosensitive 

mosa ic ,  the amplif iers ,  and the specialized scan-  

ning circuits for  the f i r s t  display tube. 

A second approach is the s e r i a l  digital presentation of the 

picture  to the recognition mechanism. The original video signal is passed 

through an analog-to-digital converter,  each picture element is represented 

by a b inary  word, and a l l  words a re  s tored  in sequence in a magnetic memory .  

The reduction in resolution, the readout of the sensory point values into the 

recognition logic, the scanning of subareas ,  and the standardization of picture 

contrast  a r e  a l l  achieved by digital computer techniques using a commercial ly  

available digital computer with associated per ipheral  equipment. 

paratively little interface circui t ry  would be required.  

discussed in m o r e  detail in Section 6. 2 .  

Only corn - 
This approach is 

6 .  1.4 Realization of Logic Units 

The performance of the logic units is determined by the 

e quat ion 

Output = 1 ,  i f  C inputs > threshold - 

Report 129-F 
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This character is t ic  can b e  obtained by any one of a number of conventional 

threshold c i rcu i t s ,  such as the majority logic c i rcui t  used in the Astropower 

Decision F i l te r .  F o r  a la rge  logic layer  the number of components required,  

however, causes  some difficulty. 

The logic unit can a l so  be instrumented in a digital com-  

puter fashion by location in the computer memory.  

suited if  the sensory  plane also has the fo rm of memory  locations, as discussed 

in 6. 1 .  3 .  

a digital computer ( see  7. 2. 2 ) .  

This  approach is v e r y  well 

The logic manipulation can be accomplished in the ar i thmetic  unit of 

The choice of approach is ve ry  dependent on the implemen- 

tation of the sensory  plane. 

6. 1 .  5 Realization of Weights 

The inputs of the logic units mus t  be  weighted, i. e., the 

e lec t r ica l  conductances of the connections that feed the unit inputs a r e  var ied  

in accordance with the learning rules. Several  approaches have been t r ied  to 

instrument such var iable  weights. Examples a r e  motor -driven potentiometers,  

mult iaper ture  co res  in connection with read-in and read-out c i rcu i t s ,  

t rochemical  r e s i s t o r s ,  
::: :: :: :: 

to r .  These approaches,  however, a r e  cumbersome and uneconomical. 

Here  again, digital computer techniques can  b e  utilized. 

is reserved  for  each weight. 

modified accerdiag to any desired learning r d e i  

.b e,. 

J, J, <,. *,% 

elec - 
and a combination of heating r e s i s to r  and thermis  - J&$$ 

A location in memory  

The content of a memory  location can  easi ly  b e  

6.1. 6 Rationale for Proposing a Digital Computer for  the 
Hardware Implementation 

In summary ,  there a r e  three  important reasons  for  choos- 

ing a digital computer for  simulating the recognition mechanism ra the r  than 

actually constructing a paral le l  logic computer.  

:: 
Used in the Percept ron  of Cornel1 University. 

>: :: 
Brain,  A. E., "The Simulation of Neural Elements  by Elec t r ica l  Networks 
Based on Multiaperture Magnetic Cores," Proc .  IRE, Jan  1961 

The "Mimister" of Stanford Research Institute. 

Mazetti,  P., et  al., "Experimental Construction of an  Element of Thinking 
Machines," Kybernetik, Apr 1962. 

.I. .PI 4. .,..,. q. 

:: $ :: :;: 
-- 
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First, t he re  is no off-the-shelf hardware  available to 

c n n s t r ~ c t  t h e  pzrallel machi?le. 

oped, such as the special  scanning circuitry for the picture s torage tube; and 

other components a r e  presently beyond the s ta te  of the art ,  such as the 100 x 100 

photocell matrix in the required form. 

high capacity and high speed a r e  presently available. 

des i red  task seems feasible,  and modifications to the s tandard A / D  peripheral  

equipment appear  to be  manageable. 

Many i tems  would have to be especially devel- 

On the other hand, digital computers  of 

A program to achieve the 

Second, a special purpose paral le l  logic machine with fixed 

wiring cannot easily be modified. It s eems ,  however, that  modifications will 

b e  des i red  in such a recognition network to extend i ts  capabilities to new pat terns  

c l a s ses  that do not fit a l ready established classifications.  

digital computer,  the modification of the program should be  comparatively easy. 

In the c a s e  of the 

Third,  a parallel logic machine, t ra ined and wired for  the 

recognition of vortex s t ruc tu res ,  is of no u s e  in any other  task.  

purpose digital computer,  on the other hand, can readily be  used for  other com- 

putations a s  well. It should be noted in this connection that the National Opera-  

tional Meteorological Satellite System Data Process ing  Center will have an  IBM 

7094 and severa l  other smal le r  computers installed a t  i t s  s i te  in Suitland, Md.*" 

A general  

.L 

The initial thought that a special  paral le l  logic machine 

could be  built smal l  enough to  be  incorporated in the satell i te instrumentation 

must  be disregarded in the light of present technology. 

breakthroughs in integrated and miniaturized senso r s  should occur ,  the learning 

phase would s t i l l  have to be achieved f i r s t  on a digital computer.  Also, the p e r -  

formance of the design would most economically b e  tes ted on a digital computer,  

so no effort would be wasted by achieving a digital computer design. 

Even if  unexpected 

The next section, therefore ,  d i scusses  the conceptual im- 

plementation of the recognition apparatus on an IBM 7094. 

6 . 2  Computer Hardware Feasibilitv 

The detailed ccnsiderztisn c?f a c n m p t e r  n r n u r a m  fnr the a. i - i . t~matir  

c lass i f icat ion of cloud pat tern pictures i s  far  beyond the scope of this work. The 

following r e m a r k s  represent  no more than a prel iminary b rush  with the problem, 

which will be completely successful i f  an order-of-magnitude cost  f igure for  

r-------- - - -  

Johnson, D. S., et al.,  "Nimbus Data in Operational Meteorology," 
Astronautics and Aerospace Engineering, Apr 1963. 
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such program operation is achieved. 

7094 sys tem,  and on the availability of satel l i te  cloud cover data in digital 

format  (8  levels = 3 bits)  on magnetic tape. 

The considerations a r e  based on an  IBM 

6.2.  1 Data Organization 

A single NIMBUS cloud picture contains about two million 

bits of information arranged in a nominal 640,000 words.  

decision of handling 10,000 picture elements per  cycle (which number is well  

suited to 7094 core  memory  s i z e )  requires considerable rear rangement  of this  

data. 

The prel iminary 

The first s tep suggested in this process  is the construction 

of picture representation with resolution reduced by a factor of 2. 

that each new picture element value b e  formed by the summation of four original 

picture element values. 

than a three-bi t  scale .  

This requi res  

This results in a nominal five-bit g ray  scale  r a the r  

Utilizing the feature of simultaneous computation and data 

input, it  appears  that these additions could b e  performed a t  a speed l imited 

pr imar i ly  by the speed of the data input. 

dr ive,  28, 330 words / sec  may b e  inputed to the machine. Therefore ,  some 22 

sec  pe r  picture a r e  required for this accumulation procedure.  

With use  of the IBM 7340 hypertape 

To facilitate the overlapping of these pictures ,  it is  sug- 

gested that the bas ic  s torage block fo r  the resultant picture representat ion 

be 50 x 50, and that af ter  the accumulation of eight such blocks (corresponding 
tn 5n ' ~ ~ 1 x 7 ~  nf the fiill matriu! they h e  stnred on annther tape. 

arrangement  of these blocks,  and to the la rge  amount of memory  they requi re ,  

it  s eems  that this operation may not b e  effectively made simultaneous with the 

accumulation process .  

f o r  output of this information. 

be used in the f i r s t  resolution reduction operation. 

niie to the r e -  

Therefore ,  some 5 - 1 / 2  s ec  per  picture a r e  required 

It may then b e  expected that some 28 sec  will 

The two remaining resolution reduction operations may be  

done with m o r e  t ime sharing, assuming that two hypertape dr ives  a r e  used for  

s torage of the half-resolution representations,  and that a third is available to  

s to re  the quar te r  -resolution picture. 

b e  on the o r d e r  of 5 sec .  

Total t ime for these operations should 
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The gray level normalization may be accomplished through 

the summation of (1) the picture element values,  and (2)  the picture element 

values squared. 

mation of the actual element values to obtain the normalized ones.  

20,000 multiplications (five bit  words) and 30, 000 additions would b e  required 

f o r  such an  operation for  a 10,000 point matrix. 

the o r d e r  of 1 sec  per  matrix. 

Calculations based on these quantities allow a l inear  t ransfor  - 
Roughly 

The computation would take on 

In summary ,  it appears  that  a well equipped IBM 7094 sys -  

t em could achieve a useful s ize  and gray-scale  normalization with an  expenditure 

of about 60 sec.  

6 . 2 . 2  Decision Mechanism 

The decision program is envisioned as beginning with the 

t r ans fe r  of four blocks of input data into the computer,  which then occupy 10,000 

words of co re  storage.  

be  accomplished in l e s s  than 3 sec.  

Using two hypertape dr ives  simultaneously, this should 

The bas ic  program is seen  a s  one which is repeated with 

different weights and connection addresses  being introduced f r o m  disc  storage.  

Such an  operation may be achieved through u s e  of the indirect  addressing fea-  

t u re s  of the 7094. Disc s torage is suggested because of its grea t  capacity and 

since the branching choice of subroutines, explained in Section 3.2. 3, is a lmost  

ideally suited to the memory system capabilities. 

The ra te  of information t ransfer  f rom a n  IBM 1301 disc  
-em--.r i- c-..m mtn-qma 

logic unit is character ized by 12 connections, each with an  associated weight, 

and that each logic unit has  a threshold and an output weight, 1000 logic units 

requi re  26,000 words of s torage.  

approximately 600 logic unit specifications/ sec.  

logic units ( s ee  Section 5.4) therefore would requi re  about 3 .4  sec.  

q n n y n v ; m - t e l ~ r  1 q -  nnn x x r n Y d G / q e c -  Assllming that a ~- -- ____.-_I J -- ---- ----- .*---A*-* 

Therefore ,  the data t r ans fe r  speeds a r e  

Trans fe r  of an assumed 2000 

The calculations of positions of pat terns ,  accomplished 

C?T? hasis nf p r h i n g  r 500 logic iinits per  iteration, could be  expected to requi re  

about 0. 3 sec/1000 logic units. 

one pat tern could be  expected to require some 0 . 6  sec.  

t ime might be expected through simultaneous computation and data input, but 

Consequently, operation of the computer on 

Some reduction of this 
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this s eems  difficult to achieve due to uncertainty as to the next subprogram to 

be used at, any  point. 

Since some 59 patterns must  normally be investigated to 

rule out the occurrence of a vortex in the NIMBUS data ,  roughly 4-1/4 minutes 

a r e  required to process  one return for each 1000 l inear  discriminants required 

to  achieve recognition. 
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7 . 0  CONCLUSIONS AND RECOMMENDATIONS 

The p r imary  purpose of this program was to show the feasibil i ty of 

the application of self-organizing techniques to the design of a para l le l  logic 

system for  the automatic interpretation of satellite cloud cover photographs. 

This was  to be accomplished in two stages:  

a. The estimation of machine size required by the application 

of a learning algorithm that had been thoroughly docu- 

mented mathematically - the forced learning procedure.  

The estimate was to be based on the resu l t s  of optical 

correlat ion of a number of actual TIROS photographs 

containing both s torm and nonstorm components. 

g r o s s  s torm features (vortex s t ruc tures)  were  to be 

involved in this f i r s t  estimation task. 

Only 

b .  The extrapolation of the resu l t s  obtained f rom the appli- 

cation of this open-loopy nonselective random property 

algorithm to more powerful a lgori thms such as  natural  

selection and nonrandom generation of the property l is t  

to increase  logic unit efficiency and reduce machine size.  

Since it was believed that a self-organizing system using forced 

learning could be made to asymptotically approach perfect  performance for  

a reocgnition task of this nature ,  economic feasibility then could be de te r -  

mined simply by estimating the required complexity of the logic layer  (in 

terms nf the niimher of logic units) to a r r i v e  a t  some preselected closeness  

of approach to perfect performance. 

7 . 1  P rogram Results 

Optical correlat ions on 100 cloud cover t ransparencies  (50 
vor tex ,  50 nonvortex) were  performed with a number of rotations of each 

pat tern,  giving a total of 9600 data points. 

computer routine which mechanized the estimation procedure.  

this program may be summarized 5s fo11o-i~~;  

This data was examined by a 

Results of 

a. The nature  of the pat terns  to be classified was such that 

good separation between pattern c l a s s e s  (vortex and 
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nonvortex) was not obtainable. This was due in pa r t  to 

the inaccuracy cf the cptical correlatior. procedure and 

photographic processing (570 overal l  accuracy  was achieved 

through diligent photograph selection and control  of the 

measurement  apparatus). 

appeared to be the complexity of the pat terns  

However, the p r imary  cause 

themselves.  

b .  Computer analysis of the resulting tes t  data showed that 

due to  the lack of good c l a s s  separation, the limiting 

performance of a forced learning perceptron was in the 

order  of 65 to 7070 of perfect performance.  This  level 

of performance could be achieved with 40 to 50  logic units. 

c .  The study of alternative self-organizing routines has  

produced more  powerful algorithms involving a closed- 

loop decision process which promises  considerable 

improvement of system performance by incorporating 

a learning operation having essentially two s tages .  

first stage is the implementation of a nonrandom procedure 

for  the generation of the property l is t  (discriminant analysis) .  

The second stage is the maximization of the class sepa r -  

ation by a closed-loop learning process  which concentrates 

on those patterns most  difficult to classify (i terative design). 

The 

7 . 2  Recommended Future  Work 

Tt h a c  heen nhnwn that a forced learning perceDtron i s  capable 

of recognizing vortex s t ruc tures  with some level of effectiveness (65 to 7070) 
despite the inherent complexity of the patterns.  

nes s  of the recognition network to obtain near-perfect performance,  the design 

of the recognition device using the more powerful learning algori thms developed 

concurrently with this project should be undertaken on a digital simulation 

program.  

To increase  the effective- 

The main objective of the recommended work would be the design 

specifications required for  the construction of a feasibility model  - the proposed 

second phase of the present  program. 

lined below a r e  required: 

To obtain this objective, the tasks  out- 
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a. Determination of suitable logic unit pa rame te r s  fo r  use 

with a closed-loop learlaing algorithm- 

b ~ 
Determination of the limiting performance obtainable as  

a function of machine size for  a closed-loop algorithm 

Determination of the effect on logic unit effectiveness 

and efficiency of the inclusion of e i ther  discr iminant  

analysis  o r  a simplified form of discr iminant  analysis  

for  logic unit specification 

c .  

d.  Determination of the effect of the number of sample 

pat terns  in the learning population on te rmina l  performance,  

both for  these patterns and for  a validation sample of 

pat terns  not included in the learning population 

e.  Pre l iminary  design of an automatic vortex o r  cloud 

pat te r n  inte r p  r e te r 

f .  System requirement study for  a complete automatic 

cloud pattern recognition system 

The design effort should be implemented in a digital computer 

simulation program. 

that the input pat terns  be  available on digital tape,  while the i terat ive design 

procedure is great ly  facil i tated by the availability of the data in this form.  

This effort  should provide sufficient data for  the detailed specification of a 

feasibility model of the paral le l  logic in te rpre te r  for  the recognition of cloud 

s t ruc tu res  indicative of s torms .  

The investigation of discr iminant  analysis  requi res  
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